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Abstract

Proteins can be represented in different data forms, including sequence, structure, and surface, each of which has unique advantages
and certain limitations. It is promising to fuse the complementary information among them. In this work, we propose a framework
called ProteinF3S for enzyme function prediction that fuses the complementary information across protein sequence, structure, and
surface. To achieve more effective fusion, we propose a multi-scale bidirectional fusion strategy between protein structure and surface,
in which the hierarchical features of a surface encoder and a structure encoder interact with each other bidirectionally. Based on these
interactions, more distinctive features can be obtained. After that, we achieve further fusion by concatenating the sequence features
with the features containing structure and surface information, so that better performance can be achieved. To validate our method,
we conduct extensive experiments on tasks including enzyme reaction classification and enzyme commission number prediction.
Our method achieves new state-of-the-art performance and shows that fusing different forms of data is effective in enzyme function

prediction.
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Introduction

Enzyme function prediction is essential for elucidating the roles
of proteins in biochemical processes, which is vital for advancing
disease diagnosis, therapeutic strategies [1, 2], and the design of
novel pharmaceuticals [3, 4]. Traditionally, finding out proteins’
enzyme function often involves costly wet experiments. In recent
years, the explosion of available protein sequence and struc-
ture data fueled by high-throughput sequencing technologies [5],
cryogenic electron microscopy [6], and algorithms [7] for protein
structure prediction have laid the groundwork for learning-based
proteins’ enzyme function prediction. With the advancement of
deep learning, a series of deep learning-based methods [8-10] has
been applied to enzyme function prediction, yielding inspiring
performance.

Proteins are composed of twenty different amino acids,
which form peptide bonds through dehydration synthesis
between amino acids and undergo complex folding to ultimately
yield proteins with diverse functions. Consequently, numerous
deep learning-based methods [11-16] have adopted different
representation forms for proteins. Among them, the most intuitive
one is the sequence form. This form directly models proteins as
a string of discrete amino acids and employs natural language
processing to understand the inherent patterns within the
sequence [11, 12]. Leveraging language modeling, the encoded
information of amino acid sequences is often concise, efficient,

and encompasses global contextual information. However, relying
solely on sequence modeling may lead to ambiguities. For
instance, proteins with similar sequences may exhibit completely
different structures, consequently resulting in different functions
[17]. Correspondingly, protein structure, typically represented in
the form of amino acid coordinates and processed by graph neural
networks [13, 18], holds an advantage in protein spatial geometric
modeling and has fewer ambiguities. Specifically, as depicted
in Fig. 1, adjacent amino acids in Euclidean space may appear
distant in sequence. Therefore, structure form can avoid sequence
ambiguity to a certain extent and directly describe the protein
geometric structure that is closely related to protein function.
However, limited by the computational overhead, most structure-
based methods often operate at the residue level rather than the
atom level, leading to the neglect of some local physicochemical
information. For example, the same amino acid can have different
side chains, and minor disturbances in side chain angles can
result in changes in protein function [14, 15]. Furthermore, many
protein properties often have a relatively weak correlation with
the internal structure of the protein. Therefore, the structure form
is not a completely perfect representation for protein learning.
In addition to the two most common forms mentioned above,
protein surface is often overlooked but complementary to the
above forms. The surface of proteins directly engages in inter-
actions with other molecules, focusing more on the external
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Figure 1. llustration of the advantages of structure over sequence. Taking
protein 3EOC as an example, the 10th and 86th amino acids are far apart
in sequence but relatively close in actual Euclidean space, which may
have a correlation in protein function. Based on sequence alone, it is
difficult toinfer the functional correlation between these two amino acids
directly.

characteristics of proteins and providing clearer modeling of local
properties at the atomic level. However, correspondingly, the pro-
tein surface overlooks the internal information of protein struc-
ture, which may lead to a lack of in-depth understanding of
certain functions. For instance, many membrane proteins [16]
have internal conduits that determine the specificity and selec-
tivity of channels, thereby regulating the permeability of ions
or molecules. In summary, each of the aforementioned forms
has its unique advantages and limitations. Therefore, fusing the
complementary information extracted from these different forms
is a promising direction.

There are several existing works [19-22] involved in fusing
complementary information extracted from different forms of
proteins. For instance, LM-GVP [20] cascades an LSTM and a graph
network to leverage the complementary information from protein
sequence and structure. STEPS [23] proposes a bi-level optimiza-
tion scheme for sequence and structure. HOLOPROT [21] extracts
efficient protein representation by fusing features extracted from
surface and structure, and proposes a superpixel algorithm to
save computational overhead. Nevertheless, most existing meth-
ods merely focus on fusing two out of the three forms of protein
representation (sequence, structure, and surface), rarely leverag-
ing the complementary information from all three forms simul-
taneously.

To leverage these complementary information effectively, we
propose a framework called ProteinF3S for enzyme function pre-
diction that incorporates the complementary knowledge across
protein sequence, structure, and surface. Given a protein, we
extract features for the sequence, structure, and surface using
specialized networks, and then fuse them. It's crucial to note
that the fusion strategy plays a pivotal role. Simple cascade or
concatenation often fails to achieve optimal performance or even
incurs negative effects. Therefore, we extensively explore fusion
strategy. Ultimately, we propose a multi-scale bidirectional fusion
strategy. Specifically, as both the structure and surface features
of proteins are extracted hierarchically, we perform bidirectional
fusion between structure and surface to achieve information

complementary at multiple scales. Unlike unidirectional informa-
tion propagation in cascade fusion, bidirectional fusion simulta-
neously enhances the performance of both the structure network
and the surface network, thereby achieving better overall perfor-
mance. In addition, we also use concatenation to fuse the pro-
tein sequence information after above multi-scale bidirectional
fusion, so that the network can achieve further improvement in
performance. To validate our method, we apply our ProteinF3S
to protein enzyme reaction classification and enzyme commis-
sion number prediction. By simultaneously incorporating comple-
mentary information from sequence, structure, and surface, our
method achieves state-of-the-art performance. Moreover, we also
conduct a series of experiments to completely explore the role of
fusion strategies.

Our contributions are as follows: (1) we propose a frame-
work called ProteinF3S for enzyme function prediction, which
incorporates domain knowledge across protein sequence, struc-
ture, and surface. By leveraging the complementary informa-
tion across these three forms, our method gains a significant
advantage in predicting proteins’ enzyme function. (2) We propose
a multi-scale bidirectional fusion strategy to fuse information
between protein structure and surface. Based on this strategy,
more effective fusion can be achieved. (3) We conduct extensive
experiments on tasks including enzyme reaction classification
and enzyme commission number prediction. Our method out-
performs previous methods by a large margin and successfully
achieves new state-of-the-art performance. (4) To explore the
effectiveness of fusion strategies, we conduct a comprehensive
comparison among many fusion strategies and empirically anal-
yse their effects.

Related work
Protein representation learning

Protein representation learning aims to abstract a protein into
a feature representation and use this representation to achieve
a series of predictions. Typically, current learning-based enzyme
function prediction tasks, such as enzyme reaction classification
and enzyme commission number prediction, are primarily based
on protein representation learning. Methods for protein represen-
tation learning can be categorized based on the form of input
protein data. First, many methods [11, 12, 24] adopt the intuitive
way to treat amino acid sequences as words and apply natural
language processing techniques to understand them. For exam-
ple, Protein-Bert [12] successfully applies BERT [25] to the field
of protein representation learning. Since amino acid sequences
are the most available form of protein data, sequence-based
protein representation learning widely benefits from large-scale
pre-training. For instance, the ESM [24] model used in our method
has been pre-trained on a large dataset [26] with about 48 mil-
lion protein sequences, thus exhibiting strong initial representa-
tion capabilities. Second, since the function of protein is directly
determined by its structure, structure-based methods [9, 10, 27]
have also attracted significant attention. Constrained by com-
putational overhead, these methods typically model proteins as
residue graphs and process them using graph neural networks.
Additionally, there are works [8, 28] operating at the atom level.
However, local characteristics and over-smoothing still hinder
structure-based protein representation learning. Third, protein
surface [29-33] is also widely utilized in protein representation
learning because it directly encodes the external chemical and
physical properties of proteins. However, many surface-based

G20z Iudy Gg uo 3sanb Aq 61 2216./5692€d0/|/92/3191B/q1q/Ww0od"dno"dlwapese//:sdjy woly papeojumoq



Table 1. Comparison of some existing protein representation
learning methods fusing multiple forms of proteins. Most of
them fuse two out of the three forms of protein (sequence,
structure, and surface).

Sequence Structure Surface

HOLOPROT [21] v
DeepFRI [19]
LM-GVP [20]
STEPS [23]
GraphQA [13]
CDConv [9]
MASSA [22]
ProteinF3S (Ours)

NN NENENENEN
SN N N N NENEN

methods [31, 32] are constrained by the surface building, as gener-
ating surfaces using software [34] often requires significant time.
To address this challenge, dMaSIF [29] proposed a rapid method
for online surface building. We utilize this method to generate
protein surface in the form of point cloud. In addition to the
aforementioned methods, there are many methods [19, 21, 22]
that take more than one form of protein data as input. Typically,
due to the complementary information within input data, these
methods often achieve better performance.

Information fusion in protein representation
learning

As analysed above, fusing information from different forms of
protein is a promising direction. As shown in Table 1, we enu-
merate several methods [9, 13, 19-23] that fuse multiple forms
of protein. Most methods fuse protein sequence and structure
but neglect the surface. In our work, we reveal that surface
also plays important roles in protein representation learning and
fuse all these three forms. Moreover, the fusion strategies are
rarely explored, despite their significant roles. Most methods
follow a unidirectional fusion paradigm. For example, DeepFRI
[19],LM-GVP [20],and HOLOPROT [21] follows a cascade paradigm,
which transfer the knowledge from sequence/surface to struc-
ture. CDConv [22] implicitly encodes sequence information into
the structure via a variable convolution kernel, which is deter-
mined by current regular displacements and continuous displace-
ments. Unlike previous work, we propose a bidirectional fusion
strategy in our ProteinF3S. Information is no longer propagated
unidirectionally, allowing both surface features and structure
features to benefit, ultimately leading to better performance.

Materials and methods

In this section, we first provide an overview of our ProteinF3S
framework in Section Overview of ProteinF3S. Following that,
we introduce specialized encoders for structure, surface, and
sequence in Section Encoders. Subsequently, we provide the
details of our fusion strategies in Section Fusion strategy. Finally,
we introduce the loss and implementation details for tasks
including enzyme reaction classification and enzyme commission
number prediction.

Overview of ProteinF3S

As shown in Fig. 2, our ProteinF3S takes a raw protein in the form
of a PDB file as input and converts it into structure, surface, and
sequence. These three forms of data are separately input into
three specialized encoders. Since both the structure and surface
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encoders follow hierarchical structures, we employ a multi-scale
bidirectional fusion strategy between the structure encoder and
the surface encoder. Through multi-scale bidirectional fusion,
the complementary information from structure and surface can
continuously enrich the features extracted by both encoders,
thereby generating more powerful features at higher levels. As the
sequence encoder adopts a global feature interaction rather than
a hierarchical manner and truncates the sequence, it is difficult
to align the sequence with the structure or surface. Therefore, we
use concatenation to fuse the sequence feature f*°4 e R? with the
high-level feature f* € R? obtained from the previous multi-scale
bidirectional fusion, resulting in the final feature representation
ffinal ¢ R? used for tasks such as enzyme reaction classification.
The feature representation is input into a classifier i.e. a multi-
layer perceptron, which ultimately outputs the prediction result.

Encoders

To effectively extract feature representations for different forms
of protein, we utilize three specialized encoders for protein struc-
ture, surface, and sequence, respectively. The structure and sur-
face encoders adopt a hierarchical manner, and they are sym-
metric with respect to each other. The sequence encoder follows
a Transformer [35] architecture, taking amino acid sequences as
input and extracting global representations of the sequences. The
details of each encoder is described below.

Structure encoder

We employ CDConv [9] as our structure encoder. The core of
CDConv lies in its convolution kernel which is simultaneously
determined by current regular displacements and continuous
displacements. Specifically, given an amino acid, which occupies
the tth position in the sequence, with its current feature at the Ith
scale denoted as f**°"! ¢ R4, CDConv employs a (3+1) convolution

kernel to update its feature:

struct,l’ _ struct (,,struct struct. struct,|
i = Z g (PEERT — P2 0a) fiia (1)

struct _pstruct
[IpERc —ps =T,

—ls/2]=A<l[s/2]

where ™" denotes the updated feature corresponding to the
tth amino acid at the lth scale, gs™uct (psiract — ps™uct; 9,) denotes
the kernel function determined by the different displacements A
and relative position coordinates p§i'aet — pftt {0,} denotes the
different weights for different displacements, r and s denote the
3D geometric radius and 1D sequential kernel size. To ensure the
SE(3)-invariance in updating features, the kernel function gs®u<t (.)
is specifically designed as follows:

gstruct (p?irxct _ p?trua; GA) — 0A . ( ”p?irxct _ p%truCt H ,

struct struct (2)
T Piha —Pi
t

L or. ow)

’ Hpﬁrrxct — p?truct |

where O; = (b§truet, ngtruct pstuct x n#truct) denotes a local reference
frame determined by local coordinates {pstruct pstruct pstructl gnd
t—1 t t+1
struct struct stmctiuftruct struct x uitrluc(
+

struct _ Pt 7P struct _ Ut struct _ _W
u'[ bt - ” usuuctiustruct ” ’ nt
t+1

— +
Based on the above convolution kernel and mean pooling, our
encoder constructs a series of blocks to extract protein structure

features at multiple scales.
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Figure 2. Overview of our ProteinF3S. The input protein is transformed into three distinct forms: sequence, structure, and surface, each processed by
specialized encoders. During the encoding of structure and surface, a multi-scale bidirectional fusion is employed within the extracted hierarchical
features, thereby allowing the features in the two encoders to benefit from complementary information simultaneously. Finally, the high-level
feature containing structure and surface information is concatenated with the feature extracted by the sequence encoder, generating protein feature

representation used for specific tasks such as classification.

Surface encoder

Due to the considerable time for constructing protein surfaces in
mesh format, we employ the point cloud-based protein surface
construction method from dMaSIF [29]. This method circumvents
complex computations such as surface electrostatics, retaining
only the raw atom type encoding, and can achieve online surface
construction based on smooth distance function.

For constructed protein surface point clouds, we utilize
a KPConv-based network [36] to extract hierarchical fea-
tures. This network has almost the same architecture as our
structure encoder, except for the convolution kernel. Given
a point with coordinate pi* e R® and feature f***' ¢ R?
in a constructed protein surface at the Ith scale, the surface
encoder employs the following convolution kernel to update its
feature:

£l £l
Jcisur — Z gsurf (plsrrAf _ pisurf)fiili (3)

surf _psurf
Zives il By

where f.mf*l'

; denotes the updated feature, g*"f(-) denotes the
kernel function, r denotes the neighboring radius of pf‘“f. Slightly
different from the kernel function in the structure encoder, g5*(-)
does not assign different weights for different displacements.
Instead, it provides KsU'f kernel points, each associated with a set

of weights WU, Specifically, the kernel function is represented as

follows:

surf __ surf _ gsurf
P =D Py

gsurf (plsrrAf _ plsurf) — Z max 0,1 — ‘ qurf

o
k<Ksurf

(4)

where p$¥f denotes kth the kernel point and Wi*T is its cor-
responding weight, o is a parameter to control the influence
distance of kernel points.

Consistent with the structure encoder, our surface encoder
employs alternating blocks and downsampling to extract fea-
tures at multiple scales. At each scale, we perform feature fusion
between features from these two encoders, details will be pro-
vided in Section Fusion strategy.

Sequence encoder

Compared to protein structure and surface, protein sequence data
are more accessible. Therefore, many sequence-based methods
[12, 24] benefit from pre-training on large datasets of protein
sequences. Previous studies [11, 24] have also indicated that these
pre-trained sequence-based networks provide effective represen-
tations for proteins. Hence, we adopt ESM [24] as our sequence
encoder. It is worth noting that the quadratic complexity of the
self-attention in the Transformer necessitates truncation of the
input protein sequences. Consequently, our sequence encoder
cannot perfectly align with other encoders at the amino acid
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level due to potential partial omissions. To address this issue, we
directly utilize the global feature representation extracted by ESM
rather than dense amino acid level representations. Additionally,
due to the large parameter size of ESM, fine-tuning ESM requires
significant memory overhead. Therefore, our sequence encoder
utilizes ESM by the linear probe. The linear layer ultimately out-
puts the overall feature representation %4 e R? of the protein
sequence, which is used for subsequent fusion.

Fusion strategy

As shown in Fig. 2, we conducted two fusion processes. First, a
multi-scale bidirectional fusion is performed between the struc-
ture encoder and the surface encoder. Subsequently, we further
fuse the feature obtained from the previous fusion using con-
catenation with the feature extracted by our sequence encoder,
generating the final feature for specific tasks.

Multi-scale bidirectional fusion

As previously analysed, protein structure and surface contain
complementary information. Therefore, fusing them holds
promise. To fully leverage the complementary information, we
propose a multi-scale bidirectional fusion strategy. Unlike direct
concatenation or cascade, we conduct bidirectional fusion at each
scale. Through this bidirectional fusion, structure and surface
features can acquire complementary information from each
other and evolve into more distinctive features. Furthermore,
conducting fusion at multiple scales allows both structure and
surface features to be enhanced early on, thereby generating more
prominent features in the final stage. Specifically, given an amino
acid with coordinate pstet ¢ R3 and feature ff™ ¢ Re and a
surface point with coordinate pf e R? and feature f**' ¢ R¢,
we update the structure feature ff""" and surface feature f**f at
the Ith scale according to the following formulas:

)c_surf,l (_fisurﬂ + MLPI

i struct2surf,
1 surf,l struct,| (5)
max Z MLPSthtZsurﬁ (fl ' @fj ' )

p‘surl’_p)suud <r

struct,l struct,] 1
t <~ f + MLP

surf2struct,

6
max Z ©

struct _surf
Pyt —p

MLPI ( tStYuCt,I @f'surﬂ)

surf2struct, j

=r

where @ denotes the concatenation operation, r denotes the
neighboring radius of the multi-scale bidirectional fusion,
MLP! () denotes a multilayer perceptron taking the

struct2surf;

concatenation of feature f**"* and its neighboring feature fSTUe!!

1

as input, and MLPlsuerStmctl(-) similarly, max(-) denotes a} max
poolinglayer to achieve permutation-invariant aggregation within
neighbor, and MLPlstruthSurﬁ(') and MLP‘SMQSM@(J denote the
multilayer perceptrons for aggregated features. As shown in Fig. 2,
our bidirectional fusion thoroughly considers the spatial positions
between amino acids and surface points, selecting those close
amino acids and surface points for fusion. For certain internal
amino acids that may lack spatially adjacent surface points, we
substitute a learnable feature for neighboring features.

Finally, after L layers of fusion, we input the features {ff‘m‘“’L},
which contain both structure and surface information, into a

mean pooling layer to obtain a feature representation f* e R

ProteinF3S | 5

This feature will be fused with the sequence representation ¢4
R? and utilized for subsequent specific tasks.

Concatenation fusion

Having obtained the feature representation f*¢4 for sequence
and the feature representation f* for structure and surface, we
employ a concatenation operation to fuse them and obtain the
final protein representation ffinal = fseagfss For the selected tasks
including enzyme reaction classification and enzyme commission
number prediction, this feature representation "3 will be input
into a classifier to generate the final prediction.

Loss and implementation

Since the subsequent tasks, enzyme reaction classification and
enzyme commission number prediction are both classification
tasks, we utilize cross-entropy loss as the loss function [37]. Our
ProteinF3S is implemented in PyTorch and PyTorch-Geometric. All
the experiments are conducted on a single A100 graphic card. For
more details, please refer to the supplementary materials.

Results and discussion

In this section, we conduct experiments on two tasks including
enzyme reaction classification and enzyme commission number
prediction to verify the effectiveness of our method. Furthermore,
we also conduct comprehensive ablation studies to demonstrate
the effectiveness of protein representation fusion and our pro-
posed fusion strategy.

Enzyme reaction classification

Dataset. The enzyme reaction classification is valuable for bioin-
formatics and machine learning research. It facilitates the devel-
opment of algorithms for the automatic classification of enzyme
reactions based on enzyme and substrate characteristics. With
information on reaction types and associated Enzyme Commis-
sion (EC) numbers, the dataset [38] enables the training of models
to predict enzyme function and reaction specificity. We follow the
splitin [8].

Evaluation metric. As enzyme reaction classification is a single
label classification task with 384 classes, we follow [9] to utilize
accuracy as the evaluation metric.

Competitors. For a comprehensive evaluation, we compare a
series of competitors, including several state-of-the-art methods.
Some methods [8, 10, 27, 28, 39-43] take protein sequences or
structures as input. The remaining competitors [9, 13, 20, 21]
utilize two of the sequence, structure, and surface as inputs.
Unlike them, our ProteinF3S takes all three simultaneously as
inputs.

Results. Table 2 illustrates the results of enzyme reaction clas-
sification. It is evident that our method surpasses all others,
achieving the best performance. This is attributed to our fusion,
which fully leverages the complementary information. Further
discussions regarding inputs and fusion strategies will be con-
ducted in detail in the ablation studies.

Enzyme commission number prediction

Dataset. Enzyme commission number prediction is a task in
bioinformatics aiming to predict the EC numbers for enzymes
based on their sequences or structures. It involves using machine
learning and bioinformatics techniques to classify enzymes into
different EC number categories, facilitating the understanding of
their functions and catalytic activities. This task is crucial for elu-
cidating enzyme functionalities, metabolic pathways, and aiding
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Table 2. Enzyme reaction classification results. We utilize bold
number to indicate the best results.

Method Accuracy (%)
CNN [39] 51.7
ResNet [40] 24.1
LSTM [40] 11.0
Transformer [40] 26.6
GCN [41] 67.3
GAT [42] 55.6
3D CNN [43] 722
GraphQA [13] 60.8
GVP-GNN [27] 65.5
IEConv [8] 87.2
HOLOPROT [21] 78.9
ProtNet [28] 86.4
GearNet [10] 79.4
GearNet-IEConv [10] 83.7
GearNet-Edge [10] 86.6
GearNet-Edge-IEConv [10] 85.3
CDConv [9] 83.5
Ours 89.2

in various biotechnological and pharmaceutical applications. We
utilize the dataset and cutoff splits in [18].

Evaluation metric. Since enzyme commission number pre-
diction is a multi-label classification problem, which can be
regarded as 538 binary classification problems, we adopt the
Protein-centric maximum F-Score [19] i.e. Fmax as the evaluation
metric, following the settings in [19]. Fmax 1s @ metric designed for
measuring the accuracy of multi-label classification. It is defined
as follows:

)

Fmax = max

2 x precision(i) x recall(x)
2€[0,1]

precision(x) + recall(n)

where A is a decision threshold, precision(x) and recall(x) are the
average precision and recall for all binary classifications based
on the decision threshold. More details on the definitions can be
found in the supplementary material.

Competitors. We use the same competitors as for the enzyme
reaction classification task and mainly report their results with
no more than 95% sequence identity to the training set.

Results. Since the ‘no more than 95% sequence identity’ con-
dition has been paid the most attention in previous compar-
isons, we first compared our method with various other methods
under this setting. As shown in Table 3, our method significantly
outperforms others and achieves state-of-the-art performance.
Additionally, we investigated performance under different cutoffs
and compared it with competitive methods like CDConv [9] and
GearNet [10] in Table 4. Our method achieves superior perfor-
mance across all cutoffs, demonstrating its effectiveness.

Ablation study

In this section, we conduct comprehensive ablation studies to
verify the effectiveness of our fusion strategy. First, we con-
duct an ablation on the input forms of protein to illustrate the
importance of fusion. In this ablation, we focus on the network'’s
performance when using different combinations of protein forms
as inputs, with each combination adopting the optimal fusion
strategy. Specifically, we utilize concatenation for fusing sequence
with any other form, utilize multi-scale bidirectional fusion for
fusing surface and structure, and adopt ProteinF3S as the fusion

Table 3. Enzyme commission number prediction results (< 95%
sequence identity to the training set). We utilize bold number to
indicate the best results.

Method Fmax
CNN [39] 54.5
ResNet [40] 60.5
LSTM [40] 425
Transformer [40] 23.8
GCN [41] 320
GAT [42] 36.8
3D CNN [43] 7.7
GraphQA [13] 50.9
GVP-GNN [27] 489
IEConv [8] 73.5
HOLOPROT [21] -
ProtNet [28] -
GearNet [10] 73.0
GearNet-IEConv [10] 80.0
GearNet-Edge [10] 81.0
GearNet-Edge-IEConv [10] 81.0
CDConv [9] 82.0
Ours 87.3

Table 4. Enzyme commission number prediction results under
different cutoffs. We utilize bold number to indicate the best
results.

Method\Cutoff 30% 40% 50% 70% 95%
CNN [39] 36.6 36.1 37.2 42.9 54.5
ResNet [40] 40.9 41.2 45.0 52.6 60.5
LSTM [40] 24.7 24.9 27.0 333 425
Transformer [40] 16.7 17.3 17.5 19.7 23.8
GCN [41] 24.5 24.6 24.6 28.0 32.0
GearNet [10] 55.7 57.0 61.5 69.3 73.0
GearNet-Edge [10] 62.5 64.6 69.4 75.7 81.0
CDConv [9] 63.4 65.9 70.2 76.8 82.0
Ours 75.1 77.2 80.7 84.6 87.3

strategy for the combination of all forms. Additionally, we also
conduct an ablation on the fusion strategies to demonstrate the
significance of fusion strategies. We compare our multi-scale
bidirectional fusion strategy with other fusion strategies such as
cascade and concatenation. All ablation studies were conducted
on the enzyme reaction classification task.

As previously analysed, protein sequence, structure, and sur-
face contain complementary information. Therefore, fusing dif-
ferent forms of proteins has potential. To validate this, we test
the performance of sequence, structure, and surface encoder,
as well as the performance of their combinations. The results
are shown in Table 5. Both the sequence encoder and structure
encoder perform remarkably well. The former benefits from pre-
training on large-scale data, while the latter achieves good mod-
eling of geometric structures. The performance of the surface
encoder is relatively limited, consistent with previous results
in [21]. Notably, any combination of two encoders yields better
performance than before, demonstrating that different forms
of protein representations contain complementary information.
Leveraging the complementary information from all three forms
simultaneously yields the best performance.

We also present a series of specific proteins to illustrate the
importance of fusion. First, as shown in Fig. 4(a), for protein
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Table 5. Influence on input forms of protein. We utilize bold
number to indicate the best results.

Input Accuracy (%)
Sequence 87.6
Structure 88.5
Surface 72.6
Sequence + Structure 88.9
Sequence + Surface 87.9
Structure + Surface 88.9
Sequence + Structure + Surface 89.2

surface, we take protein 1a0i_a as an example, which is a part
of a protease responsible for cleaving specific peptide bonds. Its
active site is typically deeply buried within the protein, relying
on its structure to form a precise catalytic pocket. The enzyme's
function is closely linked to the internal structure of the substrate
binding site, making surface features insufficient to capture the
key attributes of its active center. Thus, the surface encoder fails
to predict its enzyme reaction class accurately. Similarly, many
enzymes exhibit characteristics tied to internal and external pro-
tein structures, which further explains why the surface encoder
underperforms in this task. Second, for protein structure, we take
protein 1lo6z_C in Fig. 4(b) as an example. Its highly complex
fold, particularly with auxiliary structures like helices or loops
irrelevant to the reaction, can introduce additional noise into
the classification process. This complexity hampers the structure
encoder from capturing the core functional characteristics of the
enzyme's reaction. In contrast, sequence and surface forms offer
more concise information. As a result, both surface and sequence
encoders succeed in prediction, whereas the structure encoder
fails. Although the structure form might appear to offer the best
overall performance, it still exhibits certain shortcomings. Finally,
for protein sequence, we refer to protein 5jis_d in Fig. 4(c), which
participates in the glycolysis pathway. The enzyme’s active site
relies on the three-dimensional fold (with red representing «-
helices and yellow representing B-sheets). Since the sequence
alone cannot directly reflect the protein’s fold and spatial struc-
ture, predictions based on sequence features are limited in this
case. Overall, each form of protein representation has its own
strengths and weaknesses, and fusing multiple protein forms
proves both reasonable and effective.

Furthermore, we conducted a comprehensive ablation on
fusion strategies, as there are many fusion strategies available.
Here, we focus on the fusion between structure and surface,
as the sequence encoder extracts a global representation of
the protein, allowing only concatenation fusion and no finer-
grained fusion. We compared concatenation, cascade, and
unidirectional multi-scale fusion, with the data flow during
fusion illustrated in Fig. 3. The results are shown in Table 6. It
can be observed that conventional cascade and concatenation
fusion do not yield positive effects. This may be because the
performance of the surface encoder in this task is relatively
limited, dragging down the structure encoder. The performance
of surf2struct outperforming struct2surf in unidirectional fusion
also confirms this point. However, our multi-scale bidirectional
fusion achieves positive effects, demonstrating the significance
of fusion strategies. Additionally, the bottom two rows in Table 6
also demonstrate the necessity of residual design during fusion.
The design of residuals enables selective fusion, allowing the
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Table 6. Comparison on fusion strategies between protein
structure and surface. CAT denotes fusion using concatenation.
MSF denotes multi-scale fusion. Struct2surf denotes
unidirectional fusion from the structure encoder to the surface
encoder. Surf2Struct denotes unidirectional fusion from the
surface encoder to the structure encoder. We utilize bold
number to indicate the best results. Wo Res denotes update
fused features without residue design.

Fusion Strategy Input Accuracy (%)
- Structure 88.5
- Surface 72.6
CAT Structure + Surface 87.9

Cascade (HOLOPROT [21])
MSF + Struct2Surf

MSF + Surf2Struct

MSF + Bidirectional (wo Res)
MSF + Bidirectional

Structure + Surface 88.4
Structure + Surface 86.9
Structure + Surface 88.3
Structure + Surface 88.4
Structure + Surface 88.9

Table 7. Time cost on enzyme reaction classification task. We
utilize bold number to indicate the best results.

Input Accuracy (%) Time
(ms/batch)

Structure 88.5 43

Sequence 87.6 298

Surface 72.6 190

Structure + Sequence 89.2 309

+ Surface

transmission of complementary information at reasonable scales
and directions.

Discussion

Despite achieving state-of-the-art performance, ProteinF3S still
faces some limitations. First, the model requires three different
forms of protein data as inputs simultaneously. However, there
may be instances of data corruption or absence. For example,
in attempting other tasks such as gene ontology term predic-
tion, data corruption impedes the construction of protein sur-
faces, making it difficult for ProteinF3S to accomplish the task.
Solutions for handling incomplete inputs still require further
exploration. Second, fusing different forms of protein inevitably
increases computational cost. We record the inference times of
the structure encoder, sequence encoder, surface encoder, and our
ProteinF3S in Table 7. As shown, although ProteinF3S excels in
accuracy, it struggle to strike a better balance between accuracy
and computational cost than the structure encoder. Thus, in sce-
narios with limited computational resources, our ProteinF3S may
not be the most suitable, but it is better suited for scenarios that
prioritize accuracy. Third, as fine-tuning ESM incurs significant
computational overhead, ProteinF3S utilizes a linear probe strat-
egy for transfer learning, yielding commendable results. However,
fine-tuning or other transfer strategies [44] still merit further
exploration.

Conclusion

In this work, we analyse the complementary information existing
among protein sequence, structure, and surface and propose a
framework which fuses these three protein representation forms.
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Structure
Encoder

Structure
Encoder

Surface
Encoder

Surface
-
Encoder

(a) Concatenation (CAT) (b) Cascade

(c) Bidirectional (Surf2struct)

1 1
' 1
] Structure N H ) Structure H ) Structure | .
Encoder H Encoder H Encoder
' i
1 1
1 1
1 1
' 1
' i
Surface i ) Surface i ) Surface
Encoder : Encoder i Encoder
i i
1 1
1 1
1 1

(d) Bidirectional (Struct2surf) (e) Ours

Figure 3. [llustrations of different fusion strategies between protein structure and surface.

(a) 1a0i_a

(b) 106z ¢

(c) 55is_d

Figure 4. Misclassified cases in enzyme reaction classification. (a) The surface encoder fails, while both structure and sequence encoders, as well as our
ProteinF3S, predict correctly. We color the catalytic pocket in red; (b) The structure encoder fails, but the other encoders and ProteinF3S succeed; (c) The
sequence encoder fails, but the other encoders and ProteinF3S succeed. We color the a-helices in red and g-sheets in yellow.

Different from most previous works, our ProteinF3S does not
neglect any of these three representation forms. Moreover, we
also propose a multi-scale fusion strategy for protein structure
and surface to further leverage the complementary information
among them. The extensive experiments demonstrate that fusing
different forms of proteins can indeed improve performance and
that the fusion strategy also plays a vital role. Based on the com-
plementary information and our effective multi-scale bidirec-
tional fusion strategy, our ProteinF3S successfully achieves new
state-of-the-art performance on enzyme reaction classification
and enzyme commission number prediction tasks. Furthermore,
we hope to extend our ProteinF3S to more protein tasks and gen-
eralize the fusion strategy to molecular representation learning
[45] in the future.

Key Points

e We propose a framework called ProteinF3S for enzyme
function prediction, which incorporates domain knowl-
edge across protein sequence, structure, and surface. By
leveraging the complementary information across these
three forms, our method gains a significant advantage in
predicting proteins’ enzyme function.

e We propose a multi-scale bidirectional fusion strategy to
fuse information between protein structure and surface.
Based on this strategy, more effective fusion can be
achieved.

e We conduct extensive experiments on tasks including
enzyme reaction classification and enzyme commission
number prediction. Our method outperforms the previ-
ous methods by a large margin and successfully achieves
new state-of-the-art performance.

» To explore the effectiveness of fusion strategies, we con-
duct a comprehensive comparison among many fusion
strategies and empirically analyse their effects.
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