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Abstract—Protein-DNA interactions are ubiquitous in a wide variety of biological processes. Correctly locating DNA-binding residues

solely from protein sequences is an important but challenging task for protein function annotations and drug discovery, especially in the

post-genomic era where large volumes of protein sequences have quickly accumulated. In this study, we report a new predictor, named

TargetDNA, for targeting protein-DNA binding residues from primary sequences. TargetDNA uses a protein’s evolutionary information

and its predicted solvent accessibility as two base features and employs a centered linear kernel alignment algorithm to learn the weights

for weightedly combining the two features. Based on the weightedly combined feature, multiple initial predictors with SVMas classifiers

are trained by applying a randomunder-sampling technique to the original dataset, the purpose of which is to cope with the severe

imbalance phenomenon that exists between the number of DNA-binding and non-binding residues. The final ensembled predictor is

obtained by boosting themultiple initially trained predictors. Experimental simulation results demonstrate that the proposed TargetDNA

achieves a high prediction performance and outperformsmany existing sequence-based protein-DNA binding residue predictors. The

TargetDNAweb server and datasets are freely available at http://csbio.njust.edu.cn/bioinf/TargetDNA/ for academic use.

Index Terms—Protein-DNA binding residues, kernel alignment, feature weighting, classifier ensemble, imbalance learning
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1 INTRODUCTION

INTERACTIONS between proteins and DNA are indispens-
able for biological activities and play important roles in a

wide variety of biological processes [1], [2], [3], such as DNA
replication, transcription, splicing, and repair. Hence, accu-
rately locating the protein-DNA binding residues is of great
importance for both analyzing protein function and design-
ing novel drugs [4]. Much effort has been made to uncover
the intrinsic mechanism of protein-DNA interactions [5], [6],
and a number of high-throughput experimental technologies
have been developed to confirm the interactions between

DNAand proteins, such as protein bindingmicroarray (PBM)
[7], ChIP-Seq [8], and proteinmicroarray assays [9]. However,
the identification of protein-DNAbinding residues via experi-
mental technologies is often cost-intensive and time-consum-
ing. Due to the importance of protein-DNA interactions and
the difficulty in experimentally identifying DNA-binding
residues, together with the fact that a huge number of unan-
notated protein sequences have quickly accumulated, the
development of computational methods for the fast predic-
tion of protein-DNA binding residues solely from sequences
has become a hot topic in bioinformatics [1], [5], [10].

In the last decade, a series of computational methods
have emerged for predicting DNA-binding residues, which
have been well characterized by Si et al. [1] and Miao et al.
[11]. These existing methods can be grouped into the follow-
ing three main categories according to the base features
used: sequence-based methods [10], [12], structure-based
methods [13], [14], and hybrid methods [15] that utilize
both the sequence and structural information.

It is undeniable that the prediction accuracies of structure-
based and hybrid methods often outperform those of
sequence-basedmethods [15], likely because structure-based
features are more effective than sequence-based features at
expressing the differences between DNA-binding and non-
binding residues [15]. Many structure-based features, such
as the B-factor, surface curvature and depth index (DPX),
have been successfully exploited to characterize DNA-bind-
ing residues [15]. However, the applicability of structure-
based and hybridmethods is limited in the common scenario
where only the sequence of a given protein target is known
and no corresponding 3D structure is available. Although
several homology modeling tools, such as MODELLER [16]
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and I-TASSER [17], have been developed and demonstrated
as feasible tools for modeling 3D structure from a given pro-
tein sequence, discrepancies between the predicted structure
and the actual structure still exist, particularly for proteins
that do not fit a structural template [18]. Furthermore, with
ever-evolving gene-sequencing technologies, the gap
between protein sequences and structures continues to
widen. Therefore, sequence-based computational methods
for predictingDNA-binding residues aremore practical, eco-
nomic, and in urgent need.

Compared to structure-based methods, sequence-based
methods can quickly predict DNA-binding residues with-
out using protein structure information. During the past
decade, a number of machine-learning algorithms have
been used to predict DNA-binding residues from protein
sequences, and a series of sequence-based predictors have
been developed, including BindN [10], DP-Bind [12],
BindNþ [19], MetaDBsite [6], and DNABR [20], among
others. These sequence-based predictors often utilize only
protein sequence information and recognize DNA-binding
residues with one or more machine-learning algorithms,
such as support vector machine (SVM) [21] or random forest
(RF) [22]. For example, in BindN [10], the prediction models
are constructed by SVM with three sequence features,
including the pKa value of the side chain, the hydrophobic-
ity index, and the molecular mass of an amino acid. In DP-
Bind [12], three machine-learning algorithms, including
SVM, kernel logistic regression, and penalized logistic
regression, are integrated to predict DNA-binding residues
based on the profile of evolutionary conservation of a query
protein sequence in the form of a position-specific scoring
matrix (PSSM) [23]. Wong et al. [24] proposed and described
a computational approach, which takes into account both
protein sequence and DNA information, for learning the
specificity-determining residue-nucleotide interactions of
different known DNA-binding domain families. In addi-
tion, Wong et al. [25] developed a HMM-based approach
using belief propagations (named kmerHMM), which
accepts and pre-processes PBM raw data into median-bind-
ing intensities of individual k-mers to identify DNA motifs.
Despite the promising results of these methods, there
remains room for further improvements in accurately pre-
dicting DNA-binding residues from protein sequences.

Another important issue that warrants careful consider-
ation for developing machine-learning-based predictors of
protein-DNA binding residues is the severe intrinsic class
imbalance: the number of DNA-binding residues (minority
class) is significantly fewer than that of non-binding residues
(majority class). Sample rescaling is the most straightforward
strategy for dealingwith the issue of class imbalance [26], [27].
In this strategy, over-sampling and under-sampling are the
twomost commonly used implementations. As demonstrated
in previous work [26], [27], [28], over-sampling will obtain an
enlarged training dataset and thuswill inevitably increase the
training and predicting time. In addition, over-sampling may
also lead to a potential over-fitting problem. On the other
hand, under-sampling can obtain a more compact training
dataset but comes with the risk of losing data. In view of this,
in this study, we address the class imbalance by integrating
under-sampling with an appropriate boosting ensemble algo-
rithm. More specifically, we trained multiple different classi-
fiers on balanced datasets obtained by applying random

under-sampling (RUS); then, these trained classifiers are
ensembledwith a boosting procedure.

In view of the issues mentioned above, we propose a
sequence-based predictor, named “TargetDNA”, for the
computational identification of DNA-binding residues.
First, we employed the protein evolutionary information
and the predicted solvent accessibility, which are deter-
mined solely from protein sequences, as two base features
(refer to Section 2.2 for details). Next, to further quantify the
difference between DNA-binding and non-binding resi-
dues, we utilized a centered linear kernel target alignment
algorithm to learn the weights for weightedly combining
the two features. Then, based on the weightedly combined
feature, we trained multiple DNA-binding residue predic-
tors with SVM as a base classifier by applying a RUS tech-
nique on the original imbalanced dataset. Finally, we
obtained the ensembled predictor by using a boosting
ensemble algorithm. We also created an online web server
of TargetDNA, which is freely accessible for academic use
at http://csbio.njust.edu.cn/bioinf/TargetDNA/.

2 METHODS

2.1 Benchmark Datasets

We constructed a dataset of 7,186 DNA-binding protein
chains, which had clear target annotations in the Protein
Data Bank (PDB) [29] before October 10, 2015. After remov-
ing the redundant sequences using CD-hit software [30], a
total of 584 non-redundant protein sequences were obtained
such that no two sequences had more than 30 percent iden-
tity. Then, we divided the non-redundant sequences into
two parts, the training dataset (PDNA-543) and the inde-
pendent test dataset (PDNA-TEST). PDNA-543 consists of
543 protein sequences, which were all released into the PDB
before October 10, 2014. PDNA-TEST includes 41 protein
chains, which were all released into the PDB after October
10, 2014. More specifically, there are 9,549 DNA-binding
residues (i.e., positive samples) and 134,995 non-binding
residues (i.e., negative samples) in PDNA-543. PDNA-TEST
consists of 734 positive samples and 14,021 negative sam-
ples. Table 1 summarizes the detailed compositions of
PDNA-543 and PDNA-TEST.

2.2 Feature Representation

From the point of view of machine learning, the prediction
of protein-DNA binding residues is a traditional binary
classification problem. Thus, training a machine-learning-
based prediction model on how to encode protein-DNA
binding residues with discriminative features is one of the
most crucial steps. Various effective sequence-based fea-
tures, such as PSSM [12], predicted secondary structure [5],

TABLE 1
Composition of the Training and Independent

Validation Datasets

Dataset No. of Sequences numP a numN b Ratio c

PDNA-543 543 9,549 134,995 14.137
PDNA-TEST 41 734 14,021 19.102

a numP represents the number of positive samples.
b numN represents the number of negative samples.
c Ratio ¼ numN / numP.
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predicted solvent accessibility [5], [14], and physicochemical
properties [24], have been explored for predicting protein-
DNA binding residues. In this study, we only employed
two typical features for predicting protein-DNA binding
residues, as follows:

2.2.1 Position Specific Scoring Matrix

PSSM profiles have been demonstrated to be an effective fea-
ture for expressing residue conservations and have been
applied tomany bioinformatics problems, such as the predic-
tion of protein function [31], protein secondary structure [32],
and protein-nucleotide binding residues [33], [34]. In this
study, we employed the PSSM feature for predicting DNA-
binding residues. The PSSM profile of a sequence is gener-
ated by using the PSI-BLAST [23] to search against the Swiss-
Prot database [35] through three iterations, with 10�3 as the
E-value cutoff formultiple sequence alignment. The standard
logistic function was used to rescale the score of each ele-
ment, denoted as x, in a PSSMprofile in the interval (0,1):

f xð Þ ¼ 1

1þ e�x
; (1)

After obtaining the rescaled PSSM, the sliding window tech-
nique was utilized to extract the PSSM feature of each resi-
due [36]. We used the sliding-window technique because we
hypothesize that the DNA-binding ability of a residue
depends on its own PSSM scores as well as the PSSM scores
of its neighboring residues. In this study, we evaluated dif-
ferent window sizes (from 1 to 25, with a step size of 1) on
the training dataset PDNA-543 over a ten-fold cross-valida-
tion and found that 9 is the best choice. This causes the
dimensionality of the PSSM feature to be 9� 20 ¼ 180.

2.2.2 Predicted Solvent Accessibility

The concept of solvent accessibility has been widely studies
since it was first introduced by Lee and Richards [37] because
surface residues can be delineated by solvent accessibility
information and are directly involved in interactions with
other biological molecules [38]. Solvent accessibility is partic-
ularly significant in that it is closely related to the spatial
arrangement and the packing of residues during the process
of protein folding [38].Moreover, there is an inseparable rela-
tionship between solvent accessibility and protein-ligand
interactions, suggesting that solvent accessibility information
can be used to determine protein functions. Ahmad et al. [39]
demonstrated the important role of solvent accessibility to
amino acid residues in predicting protein-DNA binding.
Therefore, in this study, we also employed solvent accessibil-
ity information for predicting protein-DNA binding resi-
dues. We obtained the predicted solvent accessibility (PSA)
characteristics of each residue by feeding the corresponding
sequence to the standalone SANN program [38], which can
be downloaded at http://lee.kias.re.kr/�newton/sann/.
For each protein sequence, SANN precisely predicts its PSA
matrix (L rows and 3 columns, where L is the length of the
protein sequence), which includes the probabilities of three
solvent accessibility classes (i.e., buried (B), intermediate (I),
and exposed (E)) of each residue. In this study, the sliding
window of size 9 was employed to construct the PSA feature
of each residue. Accordingly, the dimensionality of the PSA
feature is 9� 3 ¼ 27.

2.3 Learning the Weights for Combining the
Two Features

It is believed that the PSSM and the PSA features potentially
contain complementary discriminative information for pre-
dicting protein-DNA binding residues because these two
features are extracted from different views (the evolution-
ary view and the physicochemical view). The most straight-
forward and convenient method is to serially combine the
two features and obtain a super feature (i.e., PSSMþPSA) to
use for training a prediction model. However, this simple
combination method neglects the relative importance of the
two features and thus is not guaranteed to obtain an optimal
discriminative capability. Hence, developing an effective
method to measure the relative importance of the two fea-
tures for predicting DNA-binding residues would be espe-
cially useful. In this section, inspired by centered kernel
target alignment [40], we developed a centered linear kernel
target alignment (CLKTA) algorithm to learn the weights of
the two features. Then, a more discriminative feature could
be obtained by weightedly combining the two features.

Let B and C be two feature spaces (e.g., PSSM and PSA in
this study) defined in the training sample space V. The
dimensionalities of B and C are n and m, respectively.

For a given sample r 2 V, its corresponding feature vec-
tors are b 2 B and c 2 C. Our goal is to learn two optimal
weights, wb � 0 and wc � 0, for the B and C feature spaces,

respectively, such that the super feature z ¼ ðwbb
T ; wcc

T ÞT
in the feature space Z has a better discriminative capability.
Here, we utilize CLKTA for achieving this goal and define
CLKTA as follows:

Definition 1 (CLKTA). Let L 2 RN�N be the kernel matrix

derived from the linear kernel klðzi; zjÞ ¼ zTi zj based on a
sample feature set S ¼ fz1; . . . ; zNgwith the corresponding

label vector y 2 f�1; 1gN , and let yyT be the ideal kernel
matrix for the target. The centered alignment between the
linear kernel and the target on S is defined as

CA L; yyT
� � ¼ <UNLUN; yy

T> F

jjUNLUN jjF jjyyT jjF
¼ <UNLUN; yy

T> F

NjjUNLUN jjF
;

(2)

where UN ¼ IN � ð1=NÞ1N1TN is the centering matrix,
< �; �>F denotes the Frobenius inner product and jj � jjF
represents the Frobenius norm, which are defined as fol-
lows:

8X;Y 2 RN�N; < X;Y>F ¼ TraceðXTYÞ; jjXjjF
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
< X;X>F

p
; (3)

Let Lb, Lc, and L be the base linear kernel matrices built
from the B, C, and Z feature spaces, respectively, for training
sample space V with the corresponding label vector y 2
f�1; 1gN (N denotes the number of samples in the training

dataset). Then, we argue that the equation Lij ¼ w2
bðLbÞij þ

w2
cðLcÞij holds.We prove this argument as follows:

Lij ¼ klðzi; zjÞ ¼ zTi zj

¼ wbb
T
i ; wcc

T
i

� �
wbbjwccj
� � ¼ w2

bb
T
i bj þ w2

cc
T
i cj

¼ w2
bklðbi;bjÞ þ w2

cklðci; cjÞ ¼ w2
bðLbÞij þ w2

cðLcÞij
; (4)
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where zi, bi, and ci are three feature vectors of the ith sam-
ple from Z, B, and C feature spaces, respectively. According

to Eq. (4), we easily conclude that L ¼ w2
bLb þ w2

cLc.
Inspired by centered-alignment-based kernel learning

[40], we maximize the centered alignment between L and

yyT to obtain the optimal weights wb and wc in CLKTA. It
can be formulated as the following optimization problem:

max
wb;wc�0

CAðL; yyT Þ ¼ max
wb;wc�0

< UNLUN; yy
T > F

jjUNLUN jjF
; (5)

Let w ¼ ðw2
b ; w

2
cÞT , a be the vector ð< UNLbUN; yy

T > F ;

< UNLcUN; yy
T > F ÞT , andM be thematrix as follows:

M ¼ < UNLbUN;UNLbUN > F < UNLbUN;UNLcUN > F

< UNLcUN;UNLbUN > F < UNLcUN;UNLcUN > F

� �
;

(6)

Then, Eq. (5) can be rewritten as

max
wb;wc�0

wTaffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wTMw

p ; (7)

The solution to Eq. (7) can be obtained by solving a qua-
dratic programming (QP) problem, as follows [40]:

min
wb;wc�0

1

2
wTMw�wTa; (8)

After obtaining the optimal weights, wb and wc, the final

super feature z ¼ ðwbb
T ; wcc

T ÞT , which contains more dis-
criminative ability to represent the sample, can be used to
train a high-performance prediction model.

It is worth noting that we can easily extend CLKTA to
learn the weights of >2 feature spaces. Because we
employed the linear kernel, according to Eq. (9), the final
kernel matrix (L), which corresponds to the final feature,
can be represented as the weighted sum of all single-fea-

ture-based kernel matrixes (fLmgMm¼1), i.e., L ¼ PM
m¼1 w

2
mLm.

Lij ¼ w2
1ðL1Þij þ � � � þ w2

MðLMÞij ¼
XM
m¼1

w2
mðLmÞij; (9)

where wm � 0 represents the weight of the mth feature space
and M � 2 is the feature space number. Then, we let

w ¼ ðw2
1; . . . ; w

2
MÞT , a ¼ ð< UNL1UN; yy

T> F ; . . . ; <UNLMUN;

yyT>F ÞT , and M ¼ fMijgi¼M;j¼M
i¼1;j¼1 , where Mij ¼< UNLiUN;

UNLjUN >F , andwe can use the same solution (8) to solve the

Eq. (5) for obtaining the optimal weights fwmgMm¼1.

2.4 Boosting Multiple SVMs Trained with Random
Under-Sampling

The prediction of protein-DNA binding residues is a stan-
dard imbalanced-learning problem. By revisiting Table 1,
we see that the ratio between the number of non-binding
residues and that of binding residues is larger than 14. As
a severe imbalance phenomenon exists between the
majority class and the minority class, traditional statistical
machine-learning algorithms will be biased toward the
majority class [28].

In this study, we employed the RUS technique to facili-
tate subsequent statistical machine learning methods. RUS
can effectively change the sample distributions of different
classes to obtain a newly balanced training dataset. Further-
more, it can decrease the size of the training dataset, conse-
quently accelerating the training and prediction processes
[26]. However, RUS comes with the disadvantage of poten-
tially losing useful information [26]. Thus, the prediction
accuracy of the final prediction model may be decreased.

To circumvent this problem, we utilized an ensemble
method by boosting multiple classifiers trained with RUS,
termed B-RUS. More specifically, B-RUS first trains T base
classifiers, denoted as fftgTt¼1, with RUS on the original
imbalanced training dataset; then, these trained base classi-
fiers are ensembled by applying the boosting framework
described in [41] to obtain the final classifier, denoted as
F ðzÞ, as follows:

F ðzÞ ¼
XT
t¼1

btftðzÞ; (10)

where bt (1 � t � T ) is the weight of the tth base classifier
calculated by

bt ¼
1

2
log

1� "t
"t

; (11)

where "t is the weighted classification error of the tth base
classifier defined as follows:

"t ¼
PN

i¼1 wðiÞ � jftðziÞj � Uð�yiftðziÞÞPN
i¼1 wðiÞ � jftðziÞj

; (12)

where UðxÞ is a function that equals 1 when x > 0 and 0
otherwise, wðiÞ is the weight of the ith sample in the training
dataset, N is the size of training dataset, and ftðziÞ is the
real-valued classification output of the tth base classifier on
the input zi [41].

Algorithm 1 summarizes the main steps of the proposed
B-RUS, which is a customized implementation of the boost-
ing framework described in [41] obtained by replacing the
multiple-kernel base classifiers with RUS base classifiers.
The purpose of using multiple-kernel base classifiers in [41]
is to more effectively fuse multiple features, while that of
using RUS base classifiers in B-RUS is to better cope with
the class imbalance problem.

As described in Algorithm 1, we first initialize equal
weights for all training samples. During each iteration k, the
weight of the base classifier that owns the smallest weighted
classification error is calculated. If the classifier weight is
> 0, the base classifier is selected; otherwise, the procedure
terminates because the performance of the currently best
non-selected base classifier is worse than guessing, and we
actively set the weight of each non-selected base classifier to
be 0 (i.e., the non-selected base classifiers do not work for
the final decision classifier). Then, in the next iteration, we
assign a larger weight to each training sample, which is
incorrectly classified by the newly selected based classifier.
Finally, the boosting algorithm outputs a strong classifier
consisting of a number of single weighted base classifiers.
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In this study, the SVM [42] is utilized to train base classi-
fiers. We use LIBSVM [21], which is freely available at
http://www.csie.ntu.edu.tw/�cjlin/libsvm/, to implement
the SVM function. Here, a radial basis function is chosen
as the kernel function. The two most important parameters,
i.e., the kernel width parameter s and the regularization
parameter g, are optimized over a five-fold cross-validation
using a grid search strategy in the LIBSVM tool.

Algorithm 1. Boosting multiple classifiers trained with
RUS (B-RUS)

Input: fðzi; yiÞgNi¼1: training dataset;
T: the number of base classifiers.

Output: The final ensembled classifier F ðzÞ
1 Training T base classifiers with RUS on original training

dataset:
Sf ¼ fftgTt¼1

2 Initialize the sample weights and the classifier weights as
follows:

w1ðiÞ ¼ 1=N , 1 � i � N
bt ¼ 0, 1 � t � T

3 FOR k ¼ 1 to T
1) For each non-selected ft, compute weighted classifi-

cation error "t using Eq. (12);
2) Set the weighted classification errors of all selected

ft to be þ1;
3) Obtain the index t	 of the smallest weighted classifi-

cation error t	 ¼ argminft2Sf "t;
4) Compute weight bt	 ¼ 1

2 log
1�"t	
"t	

for ft	 ;
5) IF bt	 < 0
6) Break;
7) ELSE
8) The base classifier ft	 is selected;
9) END IF
10) Update the weights of samples:

wkþ1ðiÞ ¼ wkðiÞ
Lk

e�bt	 yift	 ðziÞ

where Lk is a normalization factor and ft	 ðziÞ is the
prediction output (1 or -1) of the t	th base classifier
on the ith sample.

4 END FOR
Return The final ensembled classifier F ðzÞ ¼ PT

t¼1 btftðzÞ

2.5 Assessing Predictive Ability

In this study, five evaluation indexes routinely used in this
field, i.e., Sensitivity (Sen), Specificity (Spe), Accuracy (Acc),
Precision (Pre), and the Mathew’s Correlation Coefficient
(MCC) are utilized to evaluate predictive ability, as follows:

Sen ¼ TP

TP þ FN
; (13)

Spe ¼ TN

TN þ FP
; (14)

Acc ¼ TP þ TN

TP þ FN þ TN þ FP
; (15)

Pre ¼ TP

TP þ FP
; (16)

MCC ¼ TP � TN � FN � FPffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðTP þ FNÞ � ðTP þ FP Þ � ðTN þ FNÞ � ðTN þ FP Þp ;

(17)

where TN, TP, FN, and FP are abbreviations for true nega-
tives, true positives, false negatives, and false positives,
respectively.

However, these five indexes are threshold-dependent.
Hence, the method chosen for reporting these evaluation
indexes is critical for making a fair comparison between dif-
ferent predictors. In this study, we use two strategies for
selecting thresholds: 1) we select the threshold that makes
Sen 
 Spe (i.e., the balanced evaluation described in [43]),
and 2) we select the threshold that makes FPR 
 5%
(FPR ¼ 1� Spe). Furthermore, the area under the receiver
operating characteristic (ROC) curve (termed AUC), which
is threshold-independent and increases in direct proportion
to the overall prediction performance, is used to assess the
overall predictive abilities.

3 EXPERIMENTAL RESULTS AND ANALYSIS

3.1 Performance Comparisons between Different
Features

In this section, the discriminative performances of the three
sequence-based features, including PSSM, PSSMþPSA (sim-
ple serial combination), and CLKTA (the weighted combina-
tion described in Section 2.3), will be investigated. Each
feature was evaluated by performing ten-fold cross-valida-
tion on the training dataset PDNA-543 with a single SVM
classifier. In each training phase of cross-validation, we first
use RUS to make the number of the majority samples equal
to that of the minority samples, and we then utilize LIBSVM
[21] to train a single SVM model under the balanced sample
distribution. Tables 2 and 3 summarize the discriminative
performance comparison between the three features on
PDNA-543 over a ten-fold cross-validation test with a single
SVM classifier under Sen 
 Spe andFPR 
 5%, respectively.

From Tables 2 and 3, we observe that the PSSMþPSA fea-
ture consistently outperforms the PSSM feature in terms of
all six evaluation indexes. Using Table 3 as an example, the
Sen, Pre,MCC, and AUC of the PSSMþPSA feature are 36.19,

TABLE 2
Performance Comparison Between PSSM, PSA, and CLKTA
Features on PDNA-543 over a Ten-Fold Cross-Validation Test

with a Single SVM Classifier Under Sen 
 Spe

Feature Type Sen (%) Spe (%) Acc (%) Pre (%) MCC AUC

PSSM 74.73 75.15 75.12 17.54 0.276 0.824
PSSMþPSA 75.71 75.75 75.75 18.09 0.285 0.835
CLKTA 76.69 76.64 76.42 18.69 0.297 0.839

TABLE 3
Performance Comparison Between PSSM, PSA, and CLKTA
Features on PDNA-543 over a Ten-Fold Cross-Validation Test

with a Single SVM Classifier Under FPR 
 5%

Feature Type Sen (%) Spe (%) Acc (%) Pre (%) MCC AUC

PSSM 33.79 94.91 90.88 31.98 0.280 0.824
PSSM þPSA 36.19 95.00 91.11 33.86 0.302 0.835
CLKTA 39.21 95.00 91.31 35.67 0.327 0.839

HU ET AL.: PREDICTING PROTEIN-DNA BINDING RESIDUES BYWEIGHTEDLY COMBINING SEQUENCE-BASED FEATURES AND... 1393

Authorized licensed use limited to: Nanjing Agricultural University. Downloaded on September 22,2023 at 14:12:26 UTC from IEEE Xplore.  Restrictions apply. 

http://www.csie.ntu.edu.tw/&sim;cjlin/libsvm/
http://www.csie.ntu.edu.tw/&sim;cjlin/libsvm/


33.86 percent, 0.302, and 0.835, respectively, which are
improvements of approximately 2.40, 1.88, 2.20, and 1.10 per-
cent, respectively, over the PSSM feature. As for the remain-
ing two evaluation indexes, the PSSMþPSA feature also
slightly outperforms the PSSM feature.

As for the CLKTA and PSSMþPSA features, Tables 2 and
3 show that the discriminative performance of the CLKTA
feature is consistently better than that of the PSSMþPSA fea-
ture. In Table 2, the six evaluation index values of the CLKTA
feature are all slightly higher than those of the PSSMþPSA
feature. Table 3 shows that the Sen, Pre, and MCC of the
CLKTA feature are 39.21, 35.67 percent, and 0.327, respec-
tively, which represent improvements of approximately
3.02, 1.81, and 2.5 percent, respectively, over the PSSMþPSA
feature. Furthermore, to directly show the overall prediction
performance of the three features, Fig. 1 illustrates the ROC
curves of the three features on PDNA-543 over a ten-fold
cross-validation test.

From the comparison results between the three features
listed in Tables 2, 3, and Fig. 1, we empirically demonstrate
that the three features are highly useful, and the CLKTA
feature is the best method for effectively predicting protein-
DNA binding residues.

3.2 Selecting the Number of Base Classifiers
in B-RUS

In this section, we attempt to empirically demonstrate how
to choose the number of base classifiers (T) for training an
ensembled classifier with B-RUS. Under the two threshold
selection strategies (i.e., Sen 
 Spe and FPR 
 5%), we eval-
uated the MCC performance variations of an ensembled
classifier on the training dataset (i.e., PDNA-543) over a ten-
fold cross-validation by gradually varying the value of T
from 2 to 16, with a step size of 2.

Fig. 2 plots the performance variation curves ofMCC ver-
sus T under the two threshold selection strategies. Table 4
summarizes the detailed values of MCC under each thresh-
old selection strategy for different values of T.

From Fig. 2 and Table 4, we find that the value of MCC
first increases with increasing T and then converges. Under
Sen 
 Spe, the first maximum MCC value is achieved when
T ¼ 4. Continually increasing the number of base classifiers
will not further enhance the performance of the ensembled
classifier. Under FPR 
 5%, the first maximum MCC value
is achieved when T ¼ 10, and no improvement can be
observed with larger values of T. Hence, in all the subse-
quent experiments, we set T ¼ 10 to train an ensembled
classifier with B-RUS.

To demonstrate the efficacy of B-RUS, Table 5 and Fig. 3
list the performance comparisons between with B-RUS and
without B-RUS on the PDNA-543 dataset over a ten-fold
cross-validation test under both Sen 
 Spe and FPR 
 5%.
As shown in Table 5, values obtained with B-RUS are con-
sistently better than those obtained without B-RUS under
both evaluation methods and in terms of all six evaluation
indexes. The results shown in Table 5 and Fig. 3 indicate
that the prediction performance is indeed improved after
applying B-RUS.

3.3 Comparisons with Existing Predictors
of Protein-DNA Binding Residues

In this section, we demonstrate the efficacy of the proposed
method, TargetDNA, by comparing it with other common
predictors of protein-DNA binding residues, including
BindN [10], BindNþ [19], ProteDNA [44], DP-Bind [12],

Fig. 1. ROC curves for PSSM, PSSMþPSA, and CLKTA features on
PDNA-543 over ten-fold cross-validation.

Fig. 2. The performance variation curves of MCC versus T under
Sen 
 Spe and FPR 
 5%.

TABLE 4
The DetailedMCC Values Under Sen 
 Spe
and FPR 
 5% for Different Values of T

T 2 4 6 8 10 12 14 16

MCC under Sen 
 Spe 0.301 0.304 0.304 0.304 0.304 0.304 0.304 0.304

MCC under FPR 
 5% 0.334 0.335 0.337 0.338 0.339 0.339 0.339 0.339

TABLE 5
Performance Comparisons Between with and Without
B-RUS on PDNA-543 over Ten-Fold Cross-Validation

Under Sen 
 Spe and FPR 
 5%

Evaluation
methods

with/without
B-RUS

Sen
(%)

Spe
(%)

Acc
(%)

Pre
(%) MCC AUC

Sen 
 Spe
without 76.69 76.64 76.42 18.69 0.297 0.839
with 76.98 77.05 77.04 19.18 0.304 0.845

FPR 
 5%
without 39.21 95.00 91.31 35.67 0.327 0.839
with 40.60 95.00 91.40 36.47 0.339 0.845
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MetaDBSite [6], and DNABind [15], by performing indepen-
dent validation tests on PDNA-TEST, the results of which
are listed in Table 6.

By observing Table 6, we see that TargetDNA achieves
satisfactory results with the best and second-best MCC val-
ues of 0.300 and 0.269 under FPR 
 5% and Sen 
 Spe,
respectively. Compared with BindNþ, which is an updated
version of BindN, TargetDNA achieves an improvement of
12.2 percent on MCC under FPR 
 5%. Additionally, Tar-
getDNA under Sen 
 Spe consistently outperforms
BindNþ under Spe 
 85% (default setting of BindNþ) for
all of the five evaluation indexes. As for MetaDBSite, a meta
approach for predicting sequence-specific protein-DNA
binding residues, the proposed TargetDNA also achieves
improvements of 11.30, 4.91, 0.48, and 7.9 percent on Sen,
Pre, Acc, and MCC, respectively, under FPR 
 5%. We note
that there are four base predictors (or web servers) of Meta-
DBSite, i.e., BindN-RF [45], DBS-PRED [5], DISIS [46], and
DNABindR [47], which cannot normally be used to predict
protein-DNA binding residues. We have not failed to notice

that ProteDNA achieves the highest Pre value (60.30 per-
cent). However, the corresponding Sen value is the lowest
(4.77 percent), denoting too many false negatives are
incurred during prediction with this method. On the other
hand, DNABind [15], which uses both protein sequence
information and structural information, achieves the best
performance on Sen (70.16 percent) but a much lower Spe
value, implying too many false positives are incurred dur-
ing prediction with this method.

3.4 Performance Comparison on a Dataset Used
with Other Predictors

In addition to the ten-fold cross-validation test and indepen-
dent test performed above, to fairly evaluate the prediction
performance of the proposed TargetDNA, we also com-
pared it with other protein-DNA predictors using the same
datasets employed by the compared predictors. In this sec-
tion, the PDNA-316 dataset, which was constructed by Si
et al. [6], is employed to further demonstrate the efficacy of
TargetDNA. The details of PDNA-316 can be found in [6].

We compare TargetDNA with DP-Bind [12], DNABindR
[47], DISIS [46], DBS-PRED [5], BindN-rf [45], BindN [10],
and MetaDBSite [6] on PDNA-316 over a ten-fold cross-vali-
dation as performed in [6], and the comparison results are
listed in Table 7. The results shown in Table 7 clearly dem-
onstrate that TargetDNA outperforms the other predictors
in terms of the MCC, which is an overall index for evaluat-
ing the quality of binary prediction. Compared with the sec-
ond-best performer MetaDBSite [6], the Sen, Spe, Acc, and
MCC values of TargetDNA under Sen 
 Spe evaluation
method are 77.96, 78.03, 78.02 percent, and 0.339, respec-
tively, which are improvements of approximately 0.96, 1.03,
1.02, and 1.9 percent over MetaDBSite [6], respectively. To
further demonstrate the performance of TargetDNA on the
PDNA-316 dataset, we also calculated the prediction results
of TargetDNA under the FPR 
 5% evaluation method,
and the highest MCC value 0.375 is obtained with a satisfac-
tory sensitivity value of 43.02 percent. It is noted that DISIS
[46] gained the highest specificity and accuracy but comes
with the lowest sensitivity (19.00 percent). However, sensi-
tivity is a measure of DNA-binding residue prediction,
which is of the most interest for many researchers [6]. The
low sensitivity value of DISIS indicates that this method is
most likely to mistakenly predict DNA-binding residues as
non-binding residues, leading to a lowMCC.

Fig. 3. ROC curves of with and without B-RUS predictors on PDNA-543
over a ten-fold cross-validation test.

TABLE 6
Performance Comparisons Between the Proposed
TargetDNA and Other Predictors of Protein-DNA

Binding Residues on PDNA-TEST

Predictor Sen (%) Spe (%) Acc (%) Pre (%) MCC

BindN a 45.64 80.90 79.15 11.12 0.143
ProteDNA b 4.77 99.84 95.11 60.30 0.160
BindNþ (FPR 
 5%) c 24.11 95.11 91.58 20.51 0.178
BindNþ (Spe 
 85%) c 50.81 85.41 83.69 15.42 0.213
MetaDBSite a 34.20 93.35 90.41 21.22 0.221
DP-Bind a 61.72 82.43 81.40 15.53 0.241
DNABind d 70.16 80.28 79.78 15.70 0.264
TargetDNA (Sen 
 Spe) 60.22 85.79 84.52 18.16 0.269
TargetDNA (FPR 
 5%) 45.50 93.27 90.89 26.13 0.300

aResults computed using the MetaDBSite server at http://projects.biotec.tu-
dresden.de/metadbsite/.
bResults computed using the ProteDNA server at http://serv.csbb.ntu.edu.tw/
ProteDNA/service.php.
cResults computed using the BindNþ server at http://bioinfo.ggc.org/bindnþ/.
dResults computed using the DNABind server at http://mleg.cse.sc.edu/
DNABind/.

TABLE 7
Performance Comparison Between the Proposed TargetDNA
and Other Predictors of Protein-DNA Binding Residues on

PDNA-316 [6] over a Ten-Fold Cross-Validation Test

Predictor Sen (%) Spe (%) Acc (%) MCC

DBS-PRED 	 53.00 76.00 75.00 0.170
BindN 	 54.00 80.00 78.00 0.210
DNABindR 	 66.00 74.00 73.00 0.230
DISIS 	 19.00 98.00 92.00 0.250
DP-Bind 	 69.00 79.00 78.00 0.290
BindN-rf 	 67.00 83.00 82.00 0.320
MetaDBSite 	 77.00 77.00 77.00 0.320
TargetDNA (Sen 
 Spe) 77.96 78.03 78.02 0.339
TargetDNA (FPR 
 5%) 43.02 95.00 90.99 0.375

	Data excerpted from [6].
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4 CONCLUSIONS

In this study, we have designed and implemented a new
sequence-based predictor of protein-DNA binding residues,
named TargetDNA. TargetDNA is trained on the DNA-
binding protein dataset collected from the most recently
released PDB [48] with a CLKTA method, RUS technique,
SVM, and the boosting classifier ensemble strategy. Experi-
mental results with a training dataset and an independent
validation dataset have demonstrated the efficacy of the
proposed TargetDNA. The superior performances of Tar-
getDNA are due to several reasons, including an appropri-
ate benchmark dataset, more discriminative feature design,
and careful construction of the prediction model. Currently,
the TargetDNA prediction server has already been made
available online and can predict DNA-binding residues for
each query protein sequence.

We note that the current CLKTA method has two poten-
tial disadvantages. First, CLKTA may lack the ability to
remove noisy features or information. Second, CLKTA lacks
a non-linear learning ability, which means that CLKTA can-
not effectively learn the dataset features with non-linear dis-
tributions. In our future work, to use CLKTA to process the
prediction tasks with noisy information, we will employ
effective denoising methods, such as sparse learning [49]
and deep learning [50], to remove the noise contained in the
original features before applying CLKTA. We will also
update CLKTA with a non-linear kernel trick to cope with
the non-linear learning issue.

Another point of concern is the relatively long computa-
tion time of TargetDNA (approximately 450 s for a sequence
of 300 residues). This long computation time stems from the
fact that TargetDNA has to perform PSI-BLAST [23], SANN
[38] and LIBSVM [21] to extract features and predict pro-
tein-DNA binding residues. In the future, we will attempt
to accelerate the computation speed by using several servers
to concurrently perform these computations.

Molecules binding motifs mining is a long-term chal-
lenge for understanding their functions. The failure of form-
ing correct interactions between some critical molecules has
been revealed as one of the important causes for diseases
like cancer [51]. The TargetDNA model developed in this
study is specifically for identifying the protein-DNA bind-
ing residues, and in the future work, we will further investi-
gate the applicability of our model to other types of
molecules binding residues prediction problems, e.g., ATP-
protein bindings [52], RNA-protein bindings [53], and the
sequence specificities of DNA- and RNA-binding proteins
prediction [54]. The current model is also expected to be
applied on topics of cancer research regarding protein-
DNA binding residues mining [55], genome-scale sequence
analysis [56], and human single-nucleotide polymorphisms
(SNPs) predictions [57].
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