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Abstract 
Protein-nucleic acid interactions play a fundamental and crit-
ical role in a wide range of life activities. Accurate identifi-
cation of nucleic acid-binding residues helps to understand 
the intrinsic mechanisms of the interactions. However, the ac-
curacy and interpretability of existing computational methods 
for recognizing nucleic acid-binding residues need to be fur-
ther improved. Here, we propose a novel method called 
GeSite based the domain-adaptive protein language model 
and E(3)-equivariant graph neural network. Prediction results 
across multiple benchmark test sets demonstrate that GeSite 
is superior or comparable to state-of-the-art prediction meth-
ods. The MCC values of GeSite are 0.522 and 0.326 for the 
one DNA-binding residue test set and one RNA-binding res-
idue test set, which are 0.57 and 38.14% higher than that of 
the second-best method, respectively. Detailed experimental 
results suggest that the advanced performance of GeSite lies 
in the well-designed nucleic acid-binding protein adaptive 
language model. Additionally, interpretability analysis ex-
poses the perception of the prediction model on various re-
mote and close functional domains, which is the source of its 
discernment ability. 

Code — https://github.com/pengsl-lab/GeSite 
Datasets — https://huggingface.co/zengwenwu/GeSite 
Extended version — https://www.biorxiv.org/con-

tent/10.1101/2024.12.11.628078v1 

Introduction  
Protein-nucleic acid interactions serve as a fundamental role 
in various biological processes like gene regulation and ex-
pression in organisms (Lambert, et al., 2018). Understand-
ing these interactions is crucial for studying protein function 
and facilitating drug development. Accurate identification 
of nucleic acid-binding residue (NBS) is a key step in eluci-
dating the underlying mechanisms of these interactions. Tra-
ditional biological wet-lab experimental methods, including 
chromatin immunoprecipitation on microarrays, nuclear 

 
*Corresponding author. 

Copyright © 2025, Association for the Advancement of Artificial 
Intelligence (www.aaai.org). All rights reserved. 

magnetic resonance, and X-ray crystallography, have signif-
icantly advanced the study of protein-nucleic acid interac-
tions. However, these methods are limited by high costs and 
long lead times, making it impractical to determine all NBSs 
across the vast number of protein sequences in the post-ge-
nomic era. As of 5 March 2024, there are 664,681,050 pro-
tein sequences recorded in the UniParc database (Leinonen, 
et al., 2004), while the number of resolved protein-DNA (or 
RNA) complex structures recorded in the Nucleic Acid Da-
tabase (Narayanan, et al., 2014) is only 6,296 (or 2,846). 
Although recent methods like AlphaFold3 (Abramson, et al., 
2024) and RoseTTAFold All-Atom (Krishna, et al., 2024) 
attempted to directly predict the 3D structure of protein-nu-
cleic acid complexes, the accuracy remains suboptimal due 
to the limited number of known complex structures that they 
heavily depend on. Accurate binding sites can further assist 
in modeling protein-nucleic acid complexes. Consequently, 
the development of rapid and accurate method for predicting 
NBS remains essential. Numerous computational methods 
have been proposed to address this challenge. In the early 
days, researchers used statistical and machine learning-
based methods to capture conserved information of NBS for 
prediction. Despite the progress made, these methods gen-
erally suffered from poor accuracy and generalizability. In 
the past decade, deep learning-based methods have gained 
significant attention. These methods capture the intricate 
non-linear relationships between the sequence, structure, 
and function of proteins, enabling highly accurate NBS pre-
diction. Depending on the feature sources employed, these 
methods can be broadly classified into two categories: se-
quence-driven methods, e.g., DNApred (Y. H. Zhu, et al., 
2019), Pprint2 (Patiyal, et al., 2022), DRNAPred (Yan and 
Kurgan, 2017), iDRNA-ITF (N. Wang, et al., 2022), ESM-
NBR (Zeng, et al., 2023), ULDNA (Y.-H. Zhu, et al., 2024), 
CLAPE (Liu and Tian, 2024), hybridRNAbind (F. Zhang, et 
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al., 2023), and HybridDBRpred (J. Zhang, Basu, and Kur-
gan, 2024); as well as structure-driven methods, e.g., 
GraphSite (Yuan, et al., 2022), GraphBind (Xia, et al., 2021), 
CrossBind (L. Jing, et al., 2024), and EquiPNAS (Roche, et 
al., 2024). Sequence-driven methods typically explore evo-
lutionary information through primary sequences to identify 
nucleic acid-binding residues. While these methods are con-
venient and easily scalable, their accuracy is often limited 
due to the inherent difficulty of extracting useful discrimi-
native information directly from primary sequences. On the 
other hand, structure-driven methods leverage the high con-
servatism and specificity of NBS on 3D structure, poten-
tially achieving better performance. However, the 
longstanding lack of high-quality protein 3D structures has 
hindered the scalability of such methods. Promising to 
change this dilemma are recent major advances (Baek, et al., 
2021; Humphreys, et al., 2021; Tunyasuvunakool, et al., 
2021) in deep learning-based protein 3D structure prediction 
like AlphaFold2 (Jumper, et al., 2021). Using the predicted 
3D structure as a substitute can complement the inadequacy 
of the resolved native structure. Moreover, the role of pro-
tein language model (PLM) in studying protein function and 
structure (Lin, et al., 2023; Rives, et al., 2021) provides new 
insights into the analysis of protein-nucleic acid interactions. 
Integrating protein structure features with knowledge from 
PLM is expected to significantly advance the study of pro-
tein-nucleic acid interactions. 

Several methods have been developed to predict nucleic 
acid-binding residues based on protein structure (whether 
native or predicted) or universal PLM. For example, Cross-
Bind (L. Jing, et al., 2024) predicts NBS by integrating 
amino acid-level PLM and atom-level feature representation. 
Liu et al. (Liu and Tian, 2024) proposed a DNA-binding res-
idue (DBS) predictor called CLAPE that combines the PLM 
ProtTrans (Elnaggar, et al., 2021) and the contrastive learn-
ing strategy. In EquiPNAS (Roche, et al., 2024), ESM2 fea-
ture embedding, MSA representation extracted from Al-
phaFold2, and a variety of local structural features serve as 
inputs to train an E(3)-equivariant graph neural network 
(EGNN) (Satorras, Hoogeboom, and Welling, 2021). 

Despite the good results achieved by the aforementioned 
methods, there is still room for improvement. Firstly, PLM-
based NBS prediction methods typically extract sequence 
embedding as feature representations directly from the orig-
inal universal PLM trained on massive general protein se-
quences. While these PLMs are excellent for characterizing 
properties common to all protein families, such as tertiary 
structure, they are under-explored for specificity when fo-
cusing on particular families like Nuclear Receptor and 
Forkhead, which are typical DNA-binding protein (DBP) 
families. The ability of proteins to bind to nucleic acids 
comes from a pocket folded by a small, highly conserved 
sequence motif. Further probing of these typical nucleic ac-
ids-binding motifs will undoubtedly further enhance the 

ability of PLM to characterize nucleic acids-binding protein 
(NBP), thereby improving NBS prediction accuracy. Sec-
ond, to capture contextual information about spatial struc-
tures, previous methods (Xia, et al., 2021; Yuan, et al., 2022) 
use various GNN variants such as graph transformer and 
Gate Recurrent Unit (GRU)-based GNN (Dey and Salem, 
2017), which, despite their good performance, do not pro-
vide visualization and interpretability, making it difficult to 
intuitively understand what the model has actually learned. 

In this study, we propose a novel structure-based NBS 
prediction method named GeSite based on DNA- and RNA-
binding protein domain-adaptive PLM and EGNN. In 
GeSite, we directly utilized the previous study, ESM-DBP 
(Zeng, et al., 2024), as the DBP adaptive PLM to extract se-
quence embedding as input feature for DBS prediction. For 
RNA-binding protein (RBP) adaptive PLM, similar to ESM-
DBP, we collected 459,656 non-redundant RBP sequences 
to fine-tuning the parameters of the last five transformer 
blocks of ESM2, resulting in ESM-RBP for RNA-binding 
residue (RBS) prediction. Subsequently, the MSA file is 
generated using the HHblits (Remmert, et al., 2012) tool to 
search the Uniclust30 database (Mirdita, et al., 2017) and 
fed into the ESM-MSA model to obtain the embedding ma-
trix as the representation of evolutionary information of pro-
tein sequence. The embedding matrix extracted from the 
well-trained ESM-D/RBP is concatenated with the output of 
ESM-MSA to serve as the feature representation of each 
protein sequence in the benchmark dataset. Finally, a protein 
graph based on residue distance map is constructed for input 
into EGNN to predict the binding probability of each residue. 
The prediction results on the three benchmark test sets show 
that the performance of GeSite on both the DBS and RBS 
are better than or comparable to state-of-the-art (SOTA) 
methods. The AUC values of GeSite on DNA-129_Test, 
DNA-181_Test, and RNA-117_Test are 0.941, 0.919, and 
0.861, which are 0.75, 0.22, and 9.96% higher than that of 
the second-best method separately. The experimental results 
demonstrate that the superior performance of the proposed 
method is based on the domain-adaptive PLM that provides 
better sequence characterization of NBS than the universal 
PLM. Additionally, interpretability analysis and visualiza-
tion of the GeSite reveal the sensitivity of GeSite to various 
nucleic acids-binding domains, which is the source of its 
recognition ability. Especially, the focus on remote domain 
is also shown on DNA ligase of African swine fever virus. 

Type Dataset Nprotein Nposi Nnega Ratio 

DBS 
DNA-573_Train 573 14,479 145,404 0.100 
DNA-129_Test 129 2,240 35,275 0.064 
DNA-181_Test 181 3,208 72,050 0.044 

RBS RNA-495_Train 495 14,609 122,290 0.119 
RNA-117_Test 117 2,031 35,314 0.058 

Table 1: Composition of the training and testing data sets. 
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Methods 
Benchmark datasets 
As in the ESM-DBP, to retrain an RBP domain-adaptive 
PLM, we first collected 9,743,473 redundant RBPs (up to 
February 6, 2024) from UniProtKB database (Bateman, et 
al., 2019); then, to prevent the model from overfitting the 
RBP family with high redundancy, CD-HIT tool (Fu, et al., 
2012) was used to remove those high similarity sequence 
using a cluster threshold of 0.4 and remaining 459,656 non-
redundant RBPs named UniRBP40 as the pretraining data 
set. 

To facilitate the verification of the performance of GeSite, 
two nucleic acids-protein binding datasets used extensively 
in previous studies are employed. Specifically, for DBS pre-
diction, one training data set named DNA-573_Train and 
two independent test sets, i.e., DNA-129_Test and DNA-
181_Test, are employed; for RBS prediction, one training 
data set RNA-495_Train and one test set RNA-117_Test are 
employed. Of these benchmark datasets, DNA-573_Train, 
DNA-129_Test, RNA-495_Train, and RNA-117_Test are 
collected from BioLip database (Yang, Roy, and Zhang, 
2012; C. Zhang, et al., 2024) by Xia et al. in GraphBind (Xia, 
et al., 2021); DNA-181_Test is the newly released protein 
(from 6 December 2018 to August 2021) in BioLip database 
and collected by Yuan et al. in GraphSite (Yuan, et al., 
2022). To ensure a fair and objective performance evalua-
tion, the CD-HIT program with a cluster threshold of 0.4 
was used to remove protein sequences that hold high simi-
larities between the test set and the training set. The detailed 
components of these datasets are listed in Table 1. 

Domain-adaptive protein language model 
Recent advances in protein function and structure prediction 
based on PLM demonstrate that PLM learns amino acid de-
pendencies to efficiently characterize protein sequence. This 
learning paradigm is largely inspired by the BERT-based 
large language model (LLM) in the field of natural language 
processing (NLP) (Devlin, et al., 2019). A recent study 
(Gururangan, et al., 2020) about NLP showed that domain-
adaptive pretraining can provide significant gains in down-
stream task performance. This idea can be naturally trans-
ferred to PLM. In ESM-1b (Rives, et al., 2021), Rives et al. 
mentioned that the PLM after self-supervision learning en-
codes the MSA knowledge into the sequence representation. 
It is easy to imagine that if PLM is ulteriorly trained on par-
ticular protein families, the sequence characterization of 
these particular families will be further improved. In the pre-
vious study ESM-DBP, through domain-adaptive pretrain-
ing on massive DBP sequence data, the proposed DBP do-
main-adaptive PLM improves prediction performance and 
outperforms SOTA methods on several DBP-related tasks. 

Here, similar to ESM-DBP, to construct ESM-RBP, we con-
tinue to train the ESM2 model consisting of 33 transformer 
blocks with 650 million parameters by randomly masking 
and then predicting 15% residues of each sequence in 
UniRBP40 (see Figure 1A). Slightly different, since the 
number of protein sequences in UniRBP40 (459,656) is 
greater than UniDBP40 (170,264), we increase the number 
of updatable transformer blocks to 5 about 100 million pa-
rameters. The first 28 transformer blocks hold the funda-
mental biological knowledge that ESM2 learned from about 
65 million general sequences in UniRef50, and the last 5 
transformer blocks possess the RBP-specific knowledge 
learned through continued training from massive RBPs. In 
the pretraining phase, the cross-entropy and Adam optimizer 
are used to calculate the loss and update the parameters, re-
spectively. Each input sequence consists of 512 tokens, 
short sequences are filled with token of <pad>, and se-
quences longer than 512 are split. The batch size is set to 
230 according to the available memory. The model was op-
timized for ~35,000 steps over three days using two Tesla 
A40 GPUs with 48 GB memory each. 

Protein Graph Representation 
We converted the protein structure into a graph representa-
tion to learn spatial feature of target residue for NBS predic-
tion. Specifically, a protein of length 𝑠𝑠 is represented by a 
graph 𝑮𝑮 =  (𝑽𝑽,𝑬𝑬) , where 𝑽𝑽 = {𝑣𝑣0, … , 𝑣𝑣𝑖𝑖 , … , 𝑣𝑣𝑠𝑠−1}  repre-
sents the set of all residue nodes; 𝑒𝑒𝑖𝑖𝑖𝑖 ∈ 𝑬𝑬 represents the set 
of edges of interacting residues. The detailed descriptions of 
generation process of node and edge features are as follows. 
Node feature. We treat each residue as a node in the graph 
𝑮𝑮. For each protein sequence of length 𝑠𝑠, we first input it 
into the ESM-D/RBP to generate an embedding matrix of 
size 𝑠𝑠 × 1280 ; then the Multiple Sequence Alignment 
(MSA) file is generated by searching Uniclust30 database 
(Mirdita, et al., 2017) using HHblits tool (Remmert, et al., 
2012) and fed to ESM-MSA (Rao, et al., 2021) to obtain an 
embedding matrix of size 𝑠𝑠 × 768 for portraying the evolu-
tionary information of protein (see Supplementary Text S2 
in extend version); finally, these two embedding matrixes 
are concatenated into the feature representation matrix 𝒇𝒇 =
{𝑓𝑓0, … , 𝑓𝑓𝑖𝑖, … , 𝑓𝑓𝑠𝑠−1} of size 𝑠𝑠 × 2,048 of the target protein. 
Each feature of residue node 𝑣𝑣𝑖𝑖  is a vector 𝑓𝑓𝑖𝑖 of length 2,048. 
Edge feature. Edges portray associations between nodes 
and are an important source of spatial information about 
neighboring residues. Here, we define edge for residue pairs 
that are close in spatial distance. In particular, if the Euclid-
ean distance between the Ca atoms of two residues is less 
than 14Å, then they are considered to be in contact. The edge 
feature 𝑒𝑒𝑖𝑖𝑖𝑖  of target residue pair (𝑅𝑅𝑖𝑖 ,𝑅𝑅𝑗𝑗) is |𝑅𝑅𝑖𝑖 ,𝑅𝑅𝑗𝑗|/𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚 , 
where |𝑅𝑅𝑖𝑖 ,𝑅𝑅𝑗𝑗| means Euclidean distance between the Ca at-
oms of residues 𝑅𝑅𝑖𝑖 and 𝑅𝑅𝑗𝑗; 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚 means the maximum resi-
due distance in the target protein. 
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Figure 1: The overall architecture of GeSite. (A). flow chart of construction of domain-adaptive protein language model; (B). 
nucleic acid-binding residue prediction based on ESM-D/RBP and E(3) equivariant graph neural network. ESM-DBP (Zeng, 
et al., 2024) is the previous study, and ESM-RBP is trained de novo in this study. 

EGNN also introduces coordinate feature 𝑥𝑥𝑖𝑖  for each 
node 𝑣𝑣𝑖𝑖 . Here, 𝑥𝑥𝑖𝑖  is denoted by the 3D coordinates of Ca 
atom of residue 𝑣𝑣𝑖𝑖 . EGNN retains equivariance to rotations 
and translations on coordinate set 𝒙𝒙 and to permutations on 
node set 𝑽𝑽 (Satorras, et al., 2021). 

E(3) Equivariant Graph Neural Network 
GNN and the variants are widely used to capture knowledge 
of protein 3D structure since they are adept at extracting spa-
tial contextual embeddings of neighboring residues. The 
equivariant properties of EGNN in rotations, translations, 
reflections and alignments allow it to maintain the symmetry 
of the graph structure. In this study, EGNN is employed as 
prediction model to learn more abundant structure represen-
tation of protein than traditional graph convolutional net-
work (GCN). See Figure 1B, EGNN is composed of three 
Equivariant Graph Convolutional Layers (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 ) which 
takes the residue node feature set 𝒇𝒇𝑙𝑙, edge set 𝑬𝑬, and coor-
dinate set 𝒙𝒙𝑙𝑙  as input and performs a transformation 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝒇𝒇𝑙𝑙 ,𝒙𝒙𝑙𝑙 ,𝑬𝑬) as follows: 

𝑚𝑚𝑖𝑖𝑖𝑖 = ∅𝑒𝑒 �𝑓𝑓𝑖𝑖𝑙𝑙 , 𝑓𝑓𝑗𝑗𝑙𝑙 , �𝑥𝑥𝑖𝑖𝑙𝑙 − 𝑥𝑥𝑗𝑗𝑙𝑙�
2, 𝑒𝑒𝑖𝑖𝑖𝑖� (1) 

𝑥𝑥𝑖𝑖𝑙𝑙+1 = 𝑥𝑥𝑖𝑖𝑙𝑙 + 𝐶𝐶��𝑥𝑥𝑖𝑖𝑙𝑙 − 𝑥𝑥𝑗𝑗𝑙𝑙�
𝑗𝑗≠𝑖𝑖

∅𝑥𝑥(𝑚𝑚𝑖𝑖𝑖𝑖) (2) 

𝑚𝑚𝑖𝑖 = �𝑚𝑚𝑖𝑖𝑖𝑖
𝑗𝑗≠𝑖𝑖

(3) 

𝑓𝑓𝑖𝑖𝑙𝑙+1 = ∅𝑓𝑓�𝑓𝑓𝑖𝑖𝑙𝑙 ,𝑚𝑚𝑖𝑖� (4) 
where ∅𝑒𝑒  and ∅𝑓𝑓  mean edge and node operations respec-
tively based on Multilayer Perceptron and 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ() activa-
tion function which are similar to typical GCN; 𝐶𝐶 = 1/(𝑠𝑠 −
1)  means taking the average; ∅𝑥𝑥 = {𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿() →
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ() → 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿()} converts 𝑚𝑚𝑖𝑖𝑖𝑖  into a scalar value as 
the weight of relative difference �𝑥𝑥𝑖𝑖𝑙𝑙 − 𝑥𝑥𝑗𝑗𝑙𝑙�. The outputted 
node embedding 𝒇𝒇𝑙𝑙+1  and coordinate set 𝒙𝒙𝑙𝑙+1  are used as 
inputs of the next 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(). The involvement of the coordi-
nate information in the updating of the node embedding is 
the main difference that distinguishes EGNN from tradi-
tional GCN, and is the source of its equivariance on rotations 
and translations. 

The GeSite models are implemented using the Pytorch 
and the DGL frameworks (M. Wang, et al., 2019). Limited 
by available memory size, the batch size is set to 1, that is, 
each batch uses one protein graph for forward and back 
propagation. The cross-entropy and AdamW optimizer with 
a learning rate of 1e-4 are used to portray the loss and opti-
mize parameters. Considering the category imbalance, the 
loss weights for the positive and negative samples are 0.7 
and 0.3, respectively. To avoid overfitting, regularization 
with a coefficient of 1e-04 is employed to restrict the param-
eters. The entire training process lasted 50 epochs on a Tesla 
V100 GPU with the memory of 16G. Notably, our GeSite 
consists of two independent single-task models predicting 
DNA- and RNA-binding residues, respectively. 
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Test set Feature Spe Rec Pre F1 MCC AUC AP 

DNA-129_Test ESM2 0.948 0.618 0.431 0.508 0.480 0.927 0.518 
ESM-DBP 0.956 0.638 0.481 0.549 0.522 0.941 0.563 

DNA-181_Test ESM2 0.931 0.581 0.274 0.373 0.362 0.904 0.334 
ESM-DBP 0.925 0.650 0.279 0.391 0.389 0.919 0.367 

RNA-117_Test ESM2 0.838 0.652 0.188 0.293 0.285 0.837 0.245 
ESM-RBP 0.909 0.550 0.258 0.352 0.326 0.861 0.271 

Table 2: Performance comparison of the sequence representation of original ESM2 and ESM-D/RBP on independent test sets. 

Experiments 
Role of Domain-adaptive Language Model 
To demonstrate the advantages of the NBP domain-adaptive 
language models over ESM2 for the task of NBS prediction, 
we replace the ESM-D/RBP sequence embeddings in 
GeSite with the original ESM2 sequence embeddings and 
then retrain the GeSite models for comparison. From Table 
2, the MCC values of GeSite using ESM-D/RBP feature em-
beddings on DNA-129_Test, DNA-181_Test, and RNA-
117_Test are 0.522, 0.389, and 0.326, which are 8.75, 7.45, 
and 14.38% higher than those of GeSite using ESM2 se-
quence embeddings respectively. Considering other evalua-
tion indexes, the model using ESM-D/RBP is also better 
than that using original ESM2 at prediction performance. 
For DNA-129_Test, the Spe, Rec, Pre, F1, AUC, and AP 
values of the former are 0.948, 0.618, 0.431, 0.508, 8.07, 
1.51, and 8.68% than those of the latter respectively. 

In addition, for a more intuitionistic comparison at the 
protein-level, Figure 2 illustrates a head-to-head comparison 
of the MCC values in the three test sets. By looking at Figure 
2, regardless of the test set, on most of the proteins, GeSite 
has better prediction results than the ESM2. For example, 
for DBS predictions, 77 of the 129 DBPs in DNA-129_Test 
have higher MCC values for GeSite than ESM2; for RBS 
prediction, 69 of the 117 RBPs in RNA-117_Test have 
higher MCC values for GeSite than ESM2. We also note that 
most of the RBPs (Figure 2C) are located closer to the bot-
tom left than the DBPs (Figures 2A and 2B), implying that 
the overall predictive performance of the RBS is lower than 
that of the DBS. There are two main potential reasons for 
this: first, the number of DBPs (573) in the training set is 
higher than that of RBPs (495); and second, the binding pat-
terns of proteins and RNAs are more complex to be captured 
well by the model. Nevertheless, in Figure 2C, it is still in-
tuitively clear that GeSite using the ESM-RBP sequence 
embedding performs much better than that using the original 
ESM2 embedding representation. The above experimental 
results show that the domain-adaptive PLM pays attention 
to more in-depth identification knowledge of nucleic acid-
binding patterns which provides a better sequence charac-
terization of NBP after the domain-adaptive pretraining on 
a large number of nucleic acid-binding sequences, and thus 
improves the NBS prediction performance. 

 

Figure 2: Head-to-head comparison of the MCC values of 
GeSite and ESM2 on the three test sets at the protein-level. 
Each dot represents a protein. (A). on DNA-129_Test; (B). 
on DNA-181_Test; (C). on RNA-117_Test. 

Comparison with state-of-the-art methods 
To future demonstrate the validity of the proposed GeSite 
for predicting NBS, 9 DBS predictors and 7 RBS predictors 
are employed as control. 

Table 3 shows the detailed prediction results of these 
methods on three independent test sets, i.e., DNA-129_Test, 
DNA-181_Test, and RNA-117_Test. From Table 3, in both 
DBS and RBS prediction, GeSite demonstrates outstanding 
prediction performance that is superior to most of the other 
methods. Specifically, for DBS prediction, taking the DNA-
129_Test as an example, the MCC value of GeSite is 0.522, 
which is 7.85, 0.58, 14.47, 34.19, 236.77, 19.72, 34.88, 51.3, 
and 198.29% higher than those of other methods, respec-
tively. For RBS prediction, the MCC value of GeSite on 
RNA-117_Test is 0.326, achieving improvements of 35.83, 
38.14, 94.05, 76.22, 1317.39, 77.17, and 171.66% over the 
control methods separately. The leading performance in 
other indicators also demonstrates the comprehensive per-
formance of the proposed method. 

To observe the difference between the proposed method 
and the existing methods, the PCC and p-value are calcu-
lated. Specifically, we calculate PCC using the probabilities 
that all residues in the test set are predicted to be NBSs. 
While for p-value, the probability of native NBS being pre-
dicted a positive sample is employed since the limited com-
putational accuracy. The highest PCC of 7.31e-01 is given 
by hybridDBRpred on the DNA-129_Test, which is still 
quite a difference. The p-values against most methods are 
statistically significant, except that against ESM-NBR and 
CLAPE on DNA-129_Test are relatively high, which are 
3.39e-02 and 7.85e-01 separately. 
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Test set Predictor Spe Rec Pre F1 MCC AUC AP PCC p-value 

DNA-129_Test 

GraphBind 0.948 0.625 0.434 0.512 0.484 0.916 0.497 6.91e-01 3.86e-42 
GraphSite 0.950 0.665 0.460 0.543 0.519 0.934 0.544 - - 
ESM-NBR 0.971 0.463 0.511 0.486 0.456 0.893 0.483 3.34e-01 3.39e-02 
CLAPE 0.955 0.464 0.396 0.427 0.389 0.881 0.250 4.52e-01 7.85e-01 
DRNAPred 0.937 0.233 0.190 0.210 0.155 0.693 0.142 2.96e-01 6.02e-210 
ULDNA 0.925 0.647 0.355 0.459 0.436 0.907 0.462 6.96e-01 0.00e+00 
iDRNA-ITF 0.953 0.466 0.391 0.425 0.387 0.883 0.400 6.21e-01 3.28-e38 
DNApred 0.988 0.241 0.564 0.338 0.345 0.845 0.366 4.97e-01 1.81e-04 
hybridDBRpred 0.769 0.551 0.131 0.212 0.175 0.713 0.141 7.31e-01 4.33e-141 
GeSite 0.956 0.637 0.481 0.549 0.522 0.941 0.563 - - 

DNA-181_Test 

GraphBind 0.949 0.505 0.304 0.380 0.357 0.893 0.317 - - 
GraphSite 0.958 0.517 0.354 0.420 0.397 0.917 0.369 - - 
ESM-NBR 0.952 0.472 0.305 0.371 0.345 0.857 0.324 6.41e-01 1.00e-12 
CLAPE 0.931 0.413 0.212 0.280 0.252 0.824 0.148 4.26e-01 2.80e-03 
DRNAPred 0.932 0.226 0.129 0.164 0.122 0.702 0.102 3.34e-01 1.89e-241 
ULDNA 0.906 0.611 0.225 0.329 0.327 0.877 0.289 6.93e-01 0.00e+00 
iDRNA-ITF 0.968 0.289 0.287 0.288 0.256 0.752 0.235 5.55e-01 5.38e-169 
DNApred 0.903 0.362 0.143 0.205 0.173 0.690 0.148 3.24e-01 8.47e-32 
hybridDBRpred 0.822 0.397 0.090 0.147 0.113 0.671 0.085 3.05e-01 5.22e-260 
GeSite 0.925 0.651 0.279 0.391 0.389 0.919 0.366 - - 

RNA-117_Test 

CLAPE 0.642 0.673 0.097 0.171 0.148 0.718 0.134 3.96e-01 0.00e+00 
iDRNA-ITF 0.964 0.349 0.235 0.281 0.236 0.760 0.186 4.86e-01 5.39e-19 
GraphBind 0.936 0.303 0.171 0.218 0.168 0.718 0.268 6.06e-01 1.81e-07 
ESM-NBR 0.939 0.271 0.204 0.233 0.185 0.783 0.190 3.98e-01 2.92e-44 
DRNAPred 0.971 0.085 0.045 0.059 0.023 0.489 0.058 3.85e-01 0.00e+00 
hybridRNAbind 0.973 0.179 0.266 0.214 0.184 0.704 0.176 2.24e-01 9.54e-80 
Pprint2 0.922 0.225 0.143 0.175 0.120 0.578 0.107 1.72e-01 1.10e-03 
GeSite 0.909 0.550 0.258 0.352 0.326 0.861 0.271 - - 

Table 3: Performance comparison of GeSite and the SOTA NBS prediction methods on three independent test sets. 

 
Figure 3: Comparison among GeSite and SOTA methods. (A). DNA-129_Test, (B). DNA-181_Test, (C). RNA-117_Test. 

Additionally, GeSite performs better at protein-level on 
the vast majority of proteins regardless of the test set (see 
Figure 3). For DBS prediction on DNA-181_Test, out of 
181 DBPs, there are 153, 155, 121, 169, 136, and 106 cases 
where GeSite possesses a higher MCC value than six control 
methods, respectively. For RBS prediction, out of 117 RBPs, 

there are 58, 90, 82, 96, 90, and 101 cases where GeSite out-
performs other predictors separately. These results highlight 
the excellent performance of the proposed method at the sin-
gle protein-level. A detailed description of the sources of the 
prediction results of control methods sees Supplementary 
Text S3 in extend version. 
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Figure 4: GeSite is enlightened by native nucleic acid-binding domains. Residues selected by GNNExplainer that contribute 
significantly to the prediction of target NBS (green spheres) are highlighted in purple. The region wrapped by the protein 
surface is the recorded nucleic acid-binding and related functional domain. (A). on three DBS cases; (B). on two RBS cases. 

Interpretability and visualization 
Generally, the ability of proteins to bind nucleic acids de-
rives primarily from a small conserved nucleic acid-binding 
domain (NBD) capable of highly specific recognition of nu-
cleic acid sequences. The GeSite backbone neural network, 
EGNN, can learn valid knowledge related to spatially neigh-
boring nodes of a single node. Theoretically, the model can 
perceive the specific knowledge of the diverse NBDs from 
the protein graph, thus enabling accurate NBS recognition. 

We selected three DBSs (Figure 4A) and two RBSs (Fig-
ure 4B) as representatives to find out the key residue nodes 
for the prediction of these five NBSs from test sets using 
GNNExplainer (Ying, et al., 2019). Apparently, those re-
gions that are significant for identification cover the native 
NBD. For DBS prediction task, GeSite successfully identi-
fies the DBS GLN-40 of 5trd_A as a positive with a score 
of 0.951. The GNNExplainer algorithm reports 106 salient 
residues (marked in purple) close to the DNA chain that 
cover a typical DNA-binding domain (DBD) named Orp-
like helix-turn-helix (HTH) domain located at position 13-
73 (coated with protein surface). For the residue ARG-394 
of 5ui5_V, GeSite successfully identified it with a probabil-
ity of 0.843. Similarly, the saliency region of this site, con-
sisting of 150 residues, is highly overlapping with a Home-
odomain-like region located at position 376-341. The HTH 
domain is widely present in a variety of prokaryotic and eu-
karyotic organisms and plays a fundamental regulatory role 
(Aravind, et al., 2005). The Homeodomain is also known as 
a classic DBD in eukaryotes. These two cases exemplify the 
effective utilization of GeSite of near single structure do-
main discriminative information. In the chain A of 6imj 
(DNA ligase of African swine fever virus), GeSite presents 
the attention for multi-domains, both remote and close. Con-
cretely, in the third subfigure of Figure 4A, 6imj_A contains 
three functional domains, namely N-terminal domain, Ac-
tive Directory domain, and OB-fold domain, whose positive 

effects on DNA-protein interactions have been demon-
strated in previous study (Chen, et al., 2019). Clearly, the 
significant residues for prediction of LYS-106 are distrib-
uted in all three domains even though the OB-fold domain 
is far from LYS-106. The ability comes primarily from the 
ability of the message-passing mechanism of EGNN to al-
low the network to capture features from remote nodes. 

For RBS prediction task, similar phenomena are observed. 
For instance, a prediction score of 0.721 on residue LYS-
140 of 5wty_B indicates that GeSite correctly predicted it as 
an RBS. This chain contains multiple pumilio repeat regions 
that regulate gene expression by specifically recognizing 
and binding to RNA sequences (Edwards, et al., 2001). The 
258 residues with significant contribution for the recogni-
tion of LYS-140 cover the pumilio repeat 1 to 4. Likewise, 
for LYS-271 of chain A of 5wwr, the purple prominent 
structure overlaps with 16S RNA methyltransferase 
RsmB/F region. These findings suggest that, like DBS pre-
diction, GeSite performs identification through the discrim-
inatory information of the RNA-binding domain in the spa-
tial context of the target site. Overall, the above study con-
veys the idea that the proposed GeSite is inspired by the 
NBD in the periphery of the target NBS to be predicted to 
acquire discriminative knowledge and thus perceive the pat-
tern of nucleic acid-binding. This capability can be extended 
to multiple functional domains in remote locations. 

Conclusions 
In this paper, we propose GeSite based on nucleic acid-bind-
ing protein domain-adaptive protein language model and 
E(3)-equivariant graph neural network for accurately pre-
dicting nucleic acid-binding residue. Predicted results on 
multiple test sets demonstrate the excellent performance of 
GeSite. Meanwhile, interpretability analysis on graph neural 
networks uncovers that the prediction model captures key 
information about nucleic acid-binding domains thereby 
helping to identify native nucleic acid-binding residue. 
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