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ABSTRACT
Recent technological advancements have enabled the experimental determination of amino acid sequences for numerous pro-
teins. However, analyzing protein functions, which is essential for understanding their roles within cells, remains a challenging 
task due to the associated costs and time constraints. To address this challenge, various computational approaches have been 
proposed to aid in the categorization of protein functions, mainly utilizing amino acid sequences. In this study, we introduce 
SUPERMAGO, a method that leverages amino acid sequences to predict protein functions. Our approach employs Transformer 
architectures, pre- trained on protein data, to extract features from the sequences. We use multilayer perceptrons for classifica-
tion and a stacking neural network to aggregate the predictions, which significantly enhances the performance of our method. 
We also present SUPERMAGO+, an ensemble of SUPERMAGO and DIAMOND, based on neural networks that assign different 
weights to each term, offering a novel weighting mechanism compared with existing methods in the literature. Additionally, we 
introduce SUPERMAGO+Web, a web server- compatible version of SUPERMAGO+ designed to operate with reduced computa-
tional resources. Both SUPERMAGO and SUPERMAGO+ consistently outperformed state- of- the- art approaches in our evalua-
tions, establishing them as leading methods for this task when considering only amino acid sequence information.

1   |   Introduction

In recent decades, advancements in next- generation sequenc-
ing technologies have significantly increased the number of 
proteins sequenced in laboratory experiments [1]. Nevertheless, 
the quantity of proteins with established characteristics, such as 
functions, remains much lower. When it comes to protein func-
tion, determining it through a single laboratory experiment can 
be challenging, due to factors like biological complexities, bud-
get constraints, and ethical considerations [2]. To address this, 
initiatives have been launched that leverage computational re-
sources to reduce the gap between sequenced proteins and those 
with identified functions.

Protein functions are typically classified according to biolog-
ical ontologies [3, 4]. The most utilized ontology for protein 
function prediction is Gene Ontology (GO) [5], a framework 
that describes functions from the molecular level up to the 
organism level. The GO is divided into: Biological Process 
Ontology (BPO), which categorizes larger processes, such 
as signal transduction, in which the protein is involved in; 
Cellular Component Ontology (CCO), which indicates where 
the protein performs its function, such as in the mitochon-
drion; and Molecular Function Ontology (MFO), which de-
scribes molecular- level activities, such as transporter activity. 
Each ontology is organized as a directed acyclic graph, with 
relationships between more general terms (super- classes) and 
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more specific ones (sub- classes). If a protein has a sub- class 
term, it also has all the ancestor terms (super- classes) up to 
the root term of the ontology. Moreover, a single protein can 
have multiple terms within one ontology. Therefore, this task 
is approached as a multi- label classification problem in com-
putational models.

Various methods have been proposed in the literature to han-
dle this task. Considering the features used by them, some 
utilize amino acid sequences [6–14], while others use protein–
protein interaction networks [15, 16], biological information, 
such as families [17] and structures [18], or a combination of 
different features [19–23]. Due to the nature of the available 
data, methods that use only the amino acid sequences have an 
advantage over other methods, given the larger number of pro-
teins with this information available compared to other types 
of features.

Looking at the methods based on amino acid sequences, we 
can divide them into three categories: methods based on local 
alignment tools, those based on machine learning, and ensem-
bles of machine learning methods with local alignment tools. 
Local alignment- based methods [6–8] operate on the premise 
that proteins with similar sequences also have similar functions, 
and to predict, these approaches use tools like BLASTp [24] and 
DIAMOND [25]. However, methods purely based on local simi-
larity may struggle with remote homology, where proteins with 
low sequence similarity perform the same function [26].

Methods based on machine learning use information derived 
from amino acid sequences, partially addressing the problem of 
remote homology. For classification, approaches have proposed 
the application of convolutional neural networks [9, 19, 27], re-
current networks [27], and Transformer architectures [10–14] 
for this task. Transformer- based architectures have made sig-
nificant advancements in predicting protein functions, as these 
models, pre- trained with millions or billions of amino acid se-
quences, can effectively analyze the sequences and extract bet-
ter representations than approaches with other neural network 
architectures, establishing themselves as the state- of- the- art for 
this task.

Finally, methods based on ensemble of machine learning with 
local alignment tools can combine the functionalities of each 
approach and improve the results when compared to using them 
individually [9–14].

Despite achieving good results in protein function annotation 
tasks, machine- learning methods have largely underutilized the 
aggregation of diverse base classifiers, which can enhance ro-
bustness and provide insights into different aspects [28, 29]. In 
the context of ensembles combining machine learning and local 
alignment tools, the methods in the literature usually employ a 
simple linear combination of predictions, without considering 
term- specific weights, which can negatively impact the perfor-
mance of these approaches.

In this paper, we introduce SUPERMAGO, a novel method 
that utilizes embeddings extracted from various layers of 
Transformer- based architectures and employs layer- specific 
classifiers, along with a multilayer perceptron to aggregate 

the predictions. We also present SUPERMAGO+, an ensem-
ble method that combines SUPERMAGO with DIAMOND, 
where a neural network learns the weights for each term from 
each method, differentiating it from approaches in the litera-
ture. Finally, we introduce SUPERMAGO+Web, a web server- 
compatible method designed to run SUPERMAGO+ with 
reduced computational resources.

In the experiments, we evaluated SUPERMAGO and 
SUPERMAGO+, which outperformed the methods in the lit-
erature in the evaluated metrics and presented competitive re-
sults in the analyses involving the level of ontology, domain, 
similarity, term frequency, and filtered test sets. Our model also 
showed statistical significant difference compared to the other 
approaches in the literature, establishing it as the state- of- the- 
art for protein function prediction task.

The rest of the paper is organized as follows. In Section 2, we de-
scribe SUPERMAGO, SUPERMAGO+, and SUPERMAGO+Web, 
the comparison methods, the dataset, and the evaluation metrics. 
In Section 3, we present and discuss the results of SUPERMAGO 
and SUPERMAGO+ in comparison with the literature ap-
proaches, as well as the comparison between SUPERMAGO+ 
and SUPERMAGO+Web. In Section  4, we present our conclu-
sions and suggest possible directions for future work.

2   |   Materials and Methods

In this section, we describe SUPERMAGO, SUPERMAGO+, 
SUPERMAGO+Web, the comparison methods, the dataset, and 
the evaluation metrics.

2.1   |   SUPERMAGO

In this section, we describe our approach based on machine 
learning, named SUPERb Magical classifier for protein function 
Annotation with Gene Ontology (SUPERMAGO). This method 
comprises three steps: embedding extraction, layer classifica-
tion, and stacking. The SUPERMAGO pipeline is depicted in 
Figure 1.

2.1.1   |   Embedding Extraction

The initial phase of SUPERMAGO involves embedding ex-
traction. For this purpose, we utilized the ESM2 T36 [30] and 
ProtT5 [31] encoder architectures, extracting representations 
from the last five layers of each model. Specifically, we employed 
layers 36, 35, 34, 33, and 32 from ESM2 T36, and layers 24, 23, 
22, 21, and 20 from ProtT5. A comparative analysis of the impact 
of using fewer versus more layers in the SUPERMAGO pipeline 
is presented in Section 3.

Due to the input length limitation of ESM2 T36, we split amino 
acid sequences exceeding 1022 residues into slices using a slid-
ing window technique for both architectures. For example, a 
protein sequence of 2500 amino acids was divided into three 
slices: the first two comprising 1022 amino acids each, and the 
last containing 456 amino acids.
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Based on the embedding extraction, sequences longer than 1022 
amino acids were processed using the sliding window technique, 
resulting in multiple slices per protein. With that, we aggregated 
this information using mean operation across all slices corre-
sponding to the same protein. At the end of this process, each 
protein was represented by 2560 floating- point values per layer 
for ESM2 T36, and 1024 floating- point values per layer for ProtT5.

2.1.2   |   Layer Classification

Using the extracted embeddings, we trained a multilayer per-
ceptron for each configuration, considering both layer- based 
embeddings of ESM2 T36 or ProtT5 and ontology. We evaluated 
various configurations of multilayer perceptron models, vary-
ing the number of layers (from 1 to 3) and neurons per layer, 
assessing values from the set {512,1000,1024,1536,2048,4096}. 
The best model was selected based on the Fmax score on the val-
idation set, considering the results across the three ontologies.

The optimal configuration was a network with two layers, with 
each layer comprising 4096 neurons and using ReLU activation. 
The output layer, corresponding to the number of terms per on-
tology (500 for BPO, 498 for CCO, and 499 for MFO), utilized 
sigmoid activation. As a result, each ontology had ten classifiers, 
five based on ESM2 T36 embeddings and five based on ProtT5 
embeddings.

For training each model, we used 50 epochs, with the binary 
cross- entropy loss function, employing early stopping config-
ured to interrupt the training process if no improvement was 
observed after 5 epochs, and Adam [32] optimizer with a learn-
ing rate of 0.0001.

2.1.3   |   Stacking

After obtaining predictions from each classifier based on a spe-
cific layer of ESM2 T36 or ProtT5, we trained a stacking- based 
classifier to aggregate the predictions. Instead of using a fully 

connected network, we designed a neural network with only 
a single output layer, where each neuron received the predic-
tions of a specific term across all base models, as illustrated in 
Figure 2. In the stacking model, the number of neurons is equal 
to the number of terms per ontology (500 for BPO, 498 for CCO, 
and 499 for MFO).

Regarding the connections, we applied softmax operation to the 
weights linking the predictions to the output neurons, ensuring 
that their sum was equal to 1. This operation allows the network 
to perform a linear combination of the predicted values across lay-
ers, with specific weights for each set of terms and classifiers. For 
the output neurons, we employed linear activation due to the lin-
ear combination context applied to the weights connected to them.

To train the stacking model, we used 80% of the predictions on 
the validation set for training, with the remaining 20% used for 

FIGURE 1    |    SUPERMAGO pipeline. The process begins with the amino acid sequences being processed by ESM2 T36 and ProtT5 to extract em-
beddings from the last five layers of each model. These embeddings are subsequently used for training and classification in a per- layer multilayer 
perceptron model. Finally, the predictions from each classifier are aggregated using a stacking model to generate the final prediction.

FIGURE 2    |    The stacking classifier used in SUPERMAGO connects 
the predictions for the same term across different layer- based classifi-
ers. The sum of the weights connected to each specific output neuron 
(shown in gray) is equal to 1.
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validation. We adopted this approach because the predictions 
on the training set tend to be more accurate than those on the 
validation and test sets, given that each layer- specific classifier 
is trained and optimized using this set. The stacking model was 
trained for 50 epochs, with the binary cross- entropy loss func-
tion, employing early stopping after 5 epochs with no improve-
ment, and using Adam optimizer with a learning rate of 0.001.

2.2   |   SUPERMAGO+

In this section, we present SUPERMAGO+, our method based 
on ensemble of machine learning (SUPERMAGO) with local 
alignment tool (DIAMOND [25]).

2.2.1   |   DIAMOND

During the utilization of DIAMOND, we configured it with an 
E- value of 0.001, which is the commonly used threshold in the 
literature [9, 10, 14], to compare the proteins in the evaluation set 
with those in the training set. We compare the use of BLASTp 
instead of DIAMOND in Section 3.

To generate the predictions of DIAMOND, we utilized Equation (1), 
where S(p, f) represents the score S of a protein in the evaluation 
test p for a specific term t. Here, E denotes the set of proteins in the 
training set aligned with p, s denotes a specific protein in the E set, 
Ts represents the ground- truth of protein s, bitscore(p, s) signifies 
the bitscore result of the alignment between p and s, and I is the 
identity function, returning 1 if true or 0 if false.

2.2.2   |   Ensemble

To create SUPERMAGO+, we performed the ensemble of 
SUPERMAGO with DIAMOND. For this, we employed the 
same stacking classifier approach described for SUPERMAGO 
with minor modification to account for the possibility that 
DIAMOND might not generate predictions for some proteins due 
to the absence of homologous proteins in the training database. 
With that, in addition to the predictions from SUPERMAGO 
and DIAMOND, the adapted stacking model also receives a bi-
nary matrix indicating whether SUPERMAGO and DIAMOND 
made predictions for the analyzed protein.

In the case of SUPERMAGO, it always generates predictions, 
therefore, if only SUPERMAGO provides predictions, we 
apply a mask to the weight connection corresponding to each 
term in the DIAMOND predictions. This ensures that predic-
tion of SUPERMAGO has a weight of 1, while the prediction of 
DIAMOND has a weight of 0, meaning that only SUPERMAGO's 
prediction is used. If both methods have predicted the protein 
functions, we applied the weighted combination of the predic-
tions, that is, without mask for the DIAMOND predictions.

Similar to the stacking process in SUPERMAGO, we used 80% 
of the validation predictions to train this model and 20% for 

validation. The training was conducted over 50 epochs, with the 
binary cross- entropy loss function, with early stopping applied 
after 5 epochs, and using Adam optimizer with a learning rate 
of 0.001.

2.3   |   SUPERMAGO+Web

For our web version, we replaced ESM2 T36 with ESM2 T12 and 
quantized the models to int4 [33] format, utilizing LoRA [34] 
and bfloat16 computation type. This process significantly 
improved the model's efficiency in terms of memory usage, en-
abling it to operate with limited computational resources. We 
compare the results of SUPERMAGO+ and SUPERMAGO+Web 
in Section 3.

2.4   |   Comparison Methods

In this subsection, we briefly describe the state- of- the- art ap-
proaches that we compared to our method. During the exper-
iments, we executed each method using the configurations 
outlined in their respective papers and online repositories. We 
only compared SUPERMAGO and SUPERMAGO+ with ap-
proaches that have available code and use amino acid sequences 
as input features for their models.

2.4.1   |   DeepGO

This method [19] utilizes trigrams to characterize amino acid se-
quences. It transforms the inputs, passing the features through 
convolutional layers before proceeding to neurons organized 
according to the ontology structure. DeepGO also has the ca-
pability to incorporate protein–protein interaction network fea-
tures, but we disregard this input to ensure a fair comparison 
with other methods.

2.4.2   |   DeepGOCNN and DeepGOPlus

As an advancement from DeepGO, DeepGOCNN [9] adopts a 
one- hot encoding approach for input information. It employs 
convolutional layers, but eliminates the organization of the 
neurons based on the ontology from the previous version. The 
authors also introduced DeepGOPlus, which is an ensemble 
of DeepGOCNN with DIAMOND [25], utilizing the formula 
specified in Equation  (2) when DIAMOND provides predic-
tions, otherwise relying solely on DeepGOCNN predictions. 
In the equation, S(p, f) represents the score S of a protein in the 
evaluation test p for a specific term t  for DeepGOCNN (DG), 
DIAMOND (D), and DeepGOPlus (DGP).

2.4.3   |   TALE and TALE+

This approach [10] was among the pioneering methods to uti-
lize the Transformer for protein function prediction tasks. It 
employs the encoder of the vanilla Transformer [35] with GO or-
ganization. For each ontology, the authors applied an ensemble 

(1)S(p, t) =

∑
s∈EI

�
t ∈ Ts

�
× bitscore(p, s)

∑
s∈Ebitscore(p, s)

(2)SDGP(p, t) = � × SDG(p, t) + (1 − �) × SD(p, t)
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of predictions with various configurations of the Transformer 
architecture. Additionally, they introduced TALE+, which com-
bines TALE with DIAMOND [25], employing the formula de-
scribed in Equation (2) when DIAMOND predicts for a specific 
protein, and relying on TALE predictions otherwise.

2.4.4   |   PFmulDL

In this approach [27], the authors presented a method based on 
one- hot encoding, convolutional layers, and recurrent layers. 
This method includes a pre- training step for the convolutional 
part of the architecture. Consequently, the features are pro-
cessed through this segment before being passed to recurrent 
layers.

2.4.5   |   PU- GO and PU- GO+Diamond

PU- GO [11] utilizes ESM2 T48 [30] embeddings to train a clas-
sifier based on fully- connected layers for predicting protein 
functions. To optimize the classifier, the authors applied rank-
ing using positive labels and unlabeled samples. Additionally, 
they introduced PU- GO+Diamond, an ensemble of PU- GO with 
DIAMOND [25]. Unlike other approaches, the authors simply 
averaged the predictions of PU- GO and DIAMOND.

2.4.6   |   ATGO and ATGO+

ATGO [13] employs the extraction of embeddings from the last 
three layers of the ESM- 1b [36] architecture. Subsequently, it 
calculated the average embedding considering the representa-
tions of the three last layers and passed the final feature of each 
protein to train a classifier comprising fully- connected neurons. 
Furthermore, they introduced ATGO+, an ensemble of ATGO 
with BLASTp [24], which utilizes Equation (2) when BLASTp 
provides predictions, otherwise, it relies on ATGO predictions.

2.4.7   |   TEMPROT and TEMPROT+

In this study [12], the authors presented an approach based on 
Transformer for predicting protein functions. The method uti-
lizes data augmentation by duplicating the original training 
set, preprocesses the sequences using the sliding window tech-
nique, fine- tunes the ProtBERT- BFD [31] architecture, extracts 
the embeddings from the last layer of the fine- tuned architec-
ture, and trains a meta- classifier with fully- connected neurons. 
Additionally, they introduced an ensemble of TEMPROT with 
BLASTp [24], named TEMPROT+, which applies the formula of 
Equation (2) when BLASTp provides predictions, otherwise, it 
relies on TEMPROT predictions.

2.4.8   |   MAGO and MAGO+

MAGO [14] is an approach based on embeddings of the last 
layer of the ESM2 T36 architecture with AutoML. It utilizes 
bitscore filtering for BLASTp [24] to ensemble with MAGO 
predictions, selecting alignments with at least 250 of bitscore, 

resulting in the MAGO+ approach. Similarly to other ap-
proaches, it employs Equation  (2) within bitscore selection 
when BLASTp provides predictions, and relying on MAGO 
predictions otherwise.

2.4.9   |   PROTGOAT

This approach [20] achieved fourth place in the CAFA5 compe-
tition. It utilizes embeddings from the last layer of five different 
Transformers architectures (ESM2 T30 [30], ESM2 T36 [30], 
ProtBERT [31], ProtT5 [31], and Ankh [37]), along with informa-
tion about taxonomy and text data from the papers describing 
the proteins. All features are passed to a classifier based on a 
fully- connected architecture to predict the functions. For a fair 
comparison, only the information from amino acid sequences, 
that is, the embeddings of Transformers architectures, was uti-
lized in our tests.

2.4.10   |   DIAMOND and BLASTp

During the evaluation, we also compared DIAMOND [25] and 
BLASTp [24] predictions. Both methods utilize the formula of 
Equation (1).

2.5   |   Dataset

In this study, we utilized the dataset from Oliveira, 
Pedrini, and Dias [14] to compare SUPERMAGO and 
SUPERMAGO+ with state- of- the- art approaches and to de-
velop SUPERMAGO+Web.

To construct this dataset, the authors utilized proteins from the 
latest CAFA challenge (https:// www. kaggle. com/ compe titio ns/ 
cafa-  5-  prote in-  funct ion-  predi ction ), referred to as CAFA5, along 
with data from the 2022_05 release of Swiss- Prot and the GO 
structure file from January 1, 2023. Based on the available in-
formation from CAFA5, the dataset was divided into training, 
validation, and test sets, comprising 80%, 10%, and 10% of the 
data, respectively. For the number of terms per ontology, the au-
thors selected the most frequently occurring ones to generate the 
prediction labels. Table 1 displays the number of proteins and 
terms in each ontology.

2.6   |   Evaluation Metrics

We used six evaluation metrics (Fmax, AuPRC, IAuPRC, F∗max, 
wFmax, and Smin) to compare our approach with state- of- the- art 

TABLE 1    |    Number of proteins and terms in each ontology.

BPO CCO MFO

Train 73 768 74 328 62 909

Validation 9221 9292 7864

Test 9221 9292 7864

Terms 500 498 499

https://www.kaggle.com/competitions/cafa-5-protein-function-prediction
https://www.kaggle.com/competitions/cafa-5-protein-function-prediction
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methods. The first metric, Fmax, is the main measure employed 
in the CAFA challenge [38]. It calculates the maximum har-
monic mean of precision (pr) and recall (rc) across various 
thresholds �, ranging from 0.01 to 1.00. Equation (3) illustrates 
the calculation of Fmax.

The metric pr(�) evaluates the average ratio of correct predic-
tions to total predictions with at least � confidence for each pro-
tein in the evaluation set. Equation (4) outlines the formula for 
pr(�), where Pi(�) represents the terms predicted with at least � 
score for a protein i, Ti is the ground- truth of protein i, and m(�) 
is the number of proteins with at least one term predicted with 
confidence greater than or equal to �.

For rc(�), the evaluation considers the average ratio of correct 
predictions to the ground- truth, as expressed in Equation  (5). 
Here, n denotes the number of proteins in the evaluation set.

In our study, we also used the Area under the Precision- Recall 
Curve (AuPRC), which is one of the most commonly employed 
metrics in the literature for this task. By considering precision 
and recall values across various thresholds, which are also ap-
plied in the calculation of Fmax, we can determine the area under 
the curve on the precision- recall axis.

Oliveira, Pedrini, and Dias [12] highlighted issues with 
AuPRC and introduced the Interpolated Area under the 
Precision- Recall Curve (IAuPRC). Based on that, we also ap-
plied this metric to assess and compare our approach with the 
literature.

Since the Fmax metric considers all terms of the evaluated ontol-
ogy, including the root term, we also calculate F∗max, which is the 
Fmax value excluding the root term from the calculation.

The metric wFmax is the maximum harmonic mean of 
weighted precision (wpr) and weighted recall (wrc) across 
various thresholds �, ranging from 0.01 to 1.00, as shown in 
Equation (6).

A crucial step in the computation of wFmax involves determining 
the information content (IC) for each term within the ontology. 
Equation (7) provides the formula for calculating IC for a spe-
cific term t , considering the probability Pb of term t  being pres-
ent, based on its ancestors Pr(t).

With the IC of each term t , it is possible to calculate wpr and wrc 
for each �, as described in Equations (8) and (9).

The final metric utilized in our investigation is denoted as Smin 
[39]. This particular metric quantifies the minimum semantic 
distance by taking into account the remaining uncertainty (ru) 
and misinformation (mi) across various thresholds �, ranging 
from 0.01 up to 1.00. Equation  (10) illustrates the calculation 
of Smin.

The calculation of ru entails the analysis of false negatives for a 
specific threshold �, that is, the correct terms of a protein i that 
the model failed to predict, as displayed in Equation (11).

The computation of mi assesses the false positive for a specific 
threshold �, that is, the predicted terms for a protein that are not 
present in the ground- truth of a protein i, as demonstrated in 
Equation (12).

In addition to the evaluations using the mentioned metrics, we 
also employed statistical analysis to identify methods that have 
significant differences between them. To do so, we applied the 
nonparametric Ivan–Davenport [40] and Nemenyi [41] tests. 
Both tests use the concept of average ranking Rj for each ap-
proach j, which is the average position of this method based on 
some evaluation measure. To obtain the average ranking, we 
used the Fmax value for each protein in the evaluation set.

During our analyses, we began the evaluation with the Ivan–
Davenport test, which indicates if there is a statistical differ-
ence between the methods. For this calculation, we require the 
Friedman chi- square value �2

F
, as described in Equation  (13), 

where N is the number of samples and k is the number of eval-
uated methods.

Taking into account the value of �2
F
, it is possible to obtain the 

FF statistic [42], as presented in Equation  (14). If FF is greater 
than the critical value, considering the F- distribution with k − 1 
and (k − 1)(N − 1) degrees of freedom and a certain confidence 

(3)Fmax =max
�

{
2 × pr(�) × rc(�)

pr(�) + rc(�)

}

(4)pr(�) =
1

m(�)

m(�)∑

i=1

||Pi(�) ∩ Ti||
||Pi(�)||

(5)rc(�) =
1

n

n∑

i=1

||Pi(�) ∩ Ti||
||Ti||

(6)wFmax =max
�

{
2 ×wpr(�) ×wrc(�)

wpr(�) +wrc(�)

}

(7)IC(t) = − log(Pb(t)|Pr(t))

(8)wpr(�) =
1

m(�)

m(�)�

i=1

∑
t∈Pi(�)∩Ti

IC(t)
∑

t∈Pi(�)
IC(t)

(9)wrc(�) =
1

n

n�

i=1

∑
t∈Pi(�)∩Ti

IC(t)
∑

t∈Ti
IC(t)

(10)Smin =min
�

√
ru(�)2 +mi(�)2

(11)ru(�) =
1

n

n∑

i=1

∑

t∈Ti −Pi(�)

IC(t)

(12)mi(�) =
1

n

n∑

i=1

∑

t∈Pi(�) −Ti

IC(t)

(13)�
2
F =

12N

k(k + 1)

[
∑

j

R2j −
k(k+1)2

4

]
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interval, the null hypothesis is rejected and we conclude that 
there is a statistical difference between the methods.

If the Ivan–Davenport test indicates a statistical difference be-
tween the approaches, we proceed with the Nemenyi test. This 
test calculates the critical distance (CD) between the average 
rankings to determine which methods are statistically equiva-
lent. The CD calculation, described in Equation (15), employs q

�
, 

a value derived from the studentized range divided by 
√
2. Here, 

� represents the confidence level.

During the evaluation, we utilized the true path rule [43]. For 
each approach under evaluation, we propagated predictions 
from the higher levels of the ontology to the root node. This 
ensured that a super- class node always had a score equal to or 
higher than its sub- classes.

3   |   Results and Discussion

In this section, we conduct experiments to compare SUPERMAGO 
and SUPERMAGO+ to the literature and to compare 

SUPERMAGO+ and SUPERMAGO+Web. We also describe the 
development of the web server with SUPERMAGO+Web.

3.1   |   Performance on Test Set

In our initial assessment, we compared SUPERMAGO 
with other machine learning methods (PFmulDL, DeepGO, 
DeepGOCNN, TALE, ATGO, TEMPROT, PU- GO, PROTGOAT, 
and MAGO) for BPO, as shown in the upper section of Table 2. 
In this context, SUPERMAGO surpassed the state- of- the- art ap-
proaches across all evaluations. Considering SUPERMAGO+, 
in the lower section of Table  2, compared to DIAMOND, 
BLASTp, DeepGOPlus, TALE+, ATGO+, TEMPROT+, PU- 
GO+Diamond, and MAGO+, it achieved the highest scores for 
five of six metrics, being surpassed by PU- GO+Diamond by just 
0.001 in Fmax. However, in the comparison excluding the root 
term (F∗

max
) and balanced by IC (wFmax), SUPERMAGO+ demon-

strated superior performance compared to PU- GO+Diamond.

Then, we assessed SUPERMAGO and SUPERMAGO+ using 
CCO, as shown in Table 3. In both cases, our methods achieved 
the best scores for Fmax, F∗max, wFmax, Smin, and IAuPRC, though 
they were slightly surpassed by MAGO and MAGO+ in AuPRC 
by just 0.003 and 0.002, respectively.

Next, we evaluated our methods for MFO. The results are 
presented in Table  4, which indicate that SUPERMAGO and 

(14)FF =
(N − 1)�2

F

N(k − 1) − �
2
F

(15)CD = q
�

√
k(k + 1)

6N

TABLE 2    |    Evaluation of the approaches on the BPO test set.

Method Fmax F∗

max
wFmax Smin AuPRC IAuPRC

PFmulDL 0.460 0.416 0.367 22.625 0.489 0.483

DeepGO 0.372 0.328 0.280 25.304 0.293 0.365

DeepGOCNN 0.497 0.448 0.413 21.044 0.521 0.515

TALE 0.427 0.387 0.343 24.023 0.381 0.436

ATGO 0.505 0.467 0.427 22.003 0.497 0.529

TEMPROT 0.514 0.472 0.427 21.355 0.483 0.537

PU- GO 0.463 0.426 0.374 23.490 0.413 0.371

PROTGOAT 0.572 0.538 0.503 19.362 0.567 0.622

MAGO 0.555 0.520 0.483 20.045 0.574 0.593

SUPERMAGO 0.582 0.550 0.516 19.103 0.609 0.630

DIAMOND 0.588 0.566 0.541 18.524 0.455 0.571

BLASTp 0.576 0.550 0.521 19.470 0.495 0.590

DeepGOPlus 0.601 0.568 0.542 18.121 0.636 0.631

TALE+ 0.580 0.549 0.524 18.792 0.562 0.608

ATGO+ 0.569 0.538 0.509 19.669 0.572 0.605

TEMPROT+ 0.588 0.558 0.528 18.987 0.578 0.624

PU- GO+Diamond 0.620 0.566 0.542 18.488 0.595 0.622

MAGO+ 0.615 0.585 0.559 18.092 0.635 0.660

SUPERMAGO+ 0.619 0.591 0.566 17.702 0.645 0.670

Note: The best results are highlighted in bold and the second- best results are underlined.
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SUPERMAGO+ outperformed the state- of- the- art approaches 
across all evaluation metrics in both scenarios.

Based on these results, we conclude that SUPERMAGO consis-
tently achieved competitive results compared to state- of- the- art 
approaches, with the best scores in 17 of 18 evaluations. Similarly, 
SUPERMAGO+ demonstrated excellence with top values in 
16 out of 18 evaluations. When comparing SUPERMAGO and 
SUPERMAGO+, the latter configuration showed improvements 
of 0.037, 0.008, and 0.007 for Fmax in BPO, CCO, and MFO, re-
spectively. We particularly highlight the improvement in BPO, 
which is the most challenging ontology to predict, as evidenced 
by the performance differences between this ontology and CCO 
and MFO.

3.2   |   Statistical Analysis

In the second part of our analysis, we evaluated the statistical 
differences between the approaches by employing the Iman–
Davenport and Nemenyi tests. To do so, we calculated the Fmax 
score for each protein in the test set across all methods, using the 
threshold � that produced the outcomes reported in Tables 2–4.

After the calculation of Fmax score for each protein in the test set, 
we applied Iman–Davenport test and compared the results of FF 
with the critical value of the F- distribution with 95% confidence 

interval. Table 5 presents the results for comparisons between ma-
chine learning methods and ensembles combining machine learn-
ing with local alignment tools. In all analyses, FF exceeded the 
critical values, indicating that the null hypothesis can be rejected 
and that statistical differences exist between the approaches.

Based on this, we employed the Nemenyi test to evaluate the 
CD between the approaches and determine which ones are 
statistically equivalent. The CD values for each scenario are 
presented in Table  5. The outcomes for each ontology, com-
paring machine learning methods and ensembles with local 
alignment tools, are detailed in the Data  S1—Statistical 
Analysis. These outcomes indicate that both SUPERMAGO 
and SUPERMAGO+ ranked first among the methods and 
showed a statistically significant difference from the second- 
best approaches across all ontologies.

3.3   |   Ontology Analysis

Next, we evaluated each approach based on their predictions by 
analyzing the Fmax values for each level in the ontologies. We 
performed a breadth- first search starting from the root node of 
each ontology to determine the level of each term, taking into 
account the relationships between terms, such as parent nodes 
and ancestry. The graphical results for each ontology are pre-
sented in the Data S1—Ontology Analysis.

TABLE 3    |    Evaluation of the approaches on the CCO test set.

Method Fmax F∗

max
wFmax Smin AuPRC IAuPRC

PFmulDL 0.707 0.672 0.529 11.320 0.770 0.766

DeepGO 0.655 0.612 0.416 12.923 0.580 0.690

DeepGOCNN 0.678 0.641 0.475 11.816 0.731 0.726

TALE 0.693 0.656 0.506 11.647 0.657 0.753

ATGO 0.724 0.691 0.562 10.829 0.696 0.790

TEMPROT 0.731 0.699 0.569 10.622 0.731 0.790

PU- GO 0.692 0.655 0.510 11.924 0.637 0.710

PROTGOAT 0.763 0.736 0.630 9.463 0.775 0.841

MAGO 0.755 0.727 0.615 9.661 0.807 0.829

SUPERMAGO 0.769 0.743 0.641 9.211 0.804 0.848

DIAMOND 0.699 0.677 0.586 10.031 0.441 0.673

BLASTp 0.712 0.686 0.582 10.349 0.528 0.729

DeepGOPlus 0.738 0.709 0.594 10.006 0.802 0.799

TALE+ 0.753 0.726 0.620 9.644 0.737 0.822

ATGO+ 0.743 0.714 0.603 10.082 0.722 0.819

TEMPROT+ 0.752 0.724 0.614 9.868 0.752 0.822

PU- GO+Diamond 0.751 0.723 0.622 9.890 0.729 0.801

MAGO+ 0.774 0.748 0.649 9.157 0.815 0.844

SUPERMAGO+ 0.777 0.753 0.658 8.892 0.813 0.857

Note: The best results are highlighted in bold and the second- best results are underlined.
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For BPO, among machine learning approaches, SUPERMAGO 
consistently achieved the highest scores for Fmax across all lev-
els. In the ensemble of machine learning with local alignment 
tools, SUPERMAGO+ demonstrated competitive results up to 
level 6, with moderate scores from levels 7 up to 9. In terms of 
CCO, both SUPERMAGO and SUPERMAGO+ presented com-
petitive results at all levels of the ontology. The same trend oc-
curred for MFO with both methods.

3.4   |   Domain Analysis

Another crucial aspect of protein function prediction in-
volves analyzing each approach in relation to different 
domains. Therefore, we evaluated each method based on the 
predictions for proteins in the test set, considering the do-
mains Archaea, Bacteria, and Eukaryota, as detailed in the 
Domain Analysis.

In all ontologies, SUPERMAGO achieved the highest scores 
across all domains, with a notable emphasis on Archaea in 
BPO. Meanwhile, SUPERMAGO+ delivered the best results for 
Archaea and Bacteria across all domains, and showed competi-
tive performance for Eukaryota in BPO, CCO, and MFO.

3.5   |   Similarity Analysis

In our subsequent analysis, we explored the performance of each 
approach based on the similarity between proteins in the test set 
and those in the training set. To do so, we employed CD- HIT 
[44] to compute this property and divided it into three intervals, 
from 0 up to 50% (excluding 50%), from 50% up to 75% (excluding 
75%), and from 75% up to 100%.

The results are shown in the Data S1—Similarity Analysis. For 
SUPERMAGO, it obtained the highest scores in these three 

TABLE 4    |    Evaluation of the approaches on the MFO test set.

Method Fmax F∗

max
wFmax Smin AuPRC IAuPRC

PFmulDL 0.693 0.628 0.568 7.494 0.622 0.717

DeepGO 0.465 0.387 0.295 10.800 0.149 0.295

DeepGOCNN 0.688 0.622 0.565 7.499 0.706 0.697

TALE 0.685 0.618 0.556 7.492 0.584 0.717

ATGO 0.749 0.700 0.650 6.416 0.701 0.793

TEMPROT 0.762 0.716 0.671 6.117 0.662 0.806

PU- GO 0.703 0.642 0.580 7.368 0.547 0.720

PROTGOAT 0.794 0.756 0.716 5.318 0.732 0.855

MAGO 0.793 0.755 0.716 5.405 0.793 0.851

SUPERMAGO 0.802 0.766 0.727 5.257 0.827 0.865

DIAMOND 0.742 0.712 0.679 5.579 0.454 0.716

BLASTp 0.763 0.728 0.692 5.613 0.553 0.774

DeepGOPlus 0.784 0.744 0.709 5.573 0.832 0.825

TALE+ 0.770 0.727 0.685 5.777 0.707 0.820

ATGO+ 0.787 0.749 0.710 5.557 0.749 0.846

TEMPROT+ 0.794 0.756 0.717 5.437 0.734 0.849

PU- GO+Diamond 0.793 0.753 0.717 5.453 0.689 0.829

MAGO+ 0.801 0.765 0.728 5.285 0.806 0.860

SUPERMAGO+ 0.809 0.775 0.739 5.100 0.839 0.874

Note: The best results are highlighted in bold and the second- best results are underlined.

TABLE 5    |    Statistical analysis for machine learning and ensemble of machine learning with local alignment tools.

Statistic

Machine learning Ensembles

BPO CCO MFO BPO CCO MFO

FF 1176.82 684.30 1786.84 206.57 264.10 133.19

Critical value 1.88 1.88 1.88 1.88 1.88 1.88

Critical distance 0.14 0.14 0.15 0.14 0.14 0.15
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intervals for CCO and MFO. In the case of BPO, it achieved the 
best results for [0% , 50%) and [50% , 75%), and the second- best 
Fmax for [75% , 100%], where it was surpassed by DeepGOCNN. 
For SUPERMAGO+, it obtained the best values for [0% , 50%], 
which indicates that the model generalizes better than state- of- 
the- art approaches for sequences with low similarity, and also 
showed competitive results in other similarity ranges.

In the ensemble scenario within the [75% , 100%] interval for 
BPO, MAGO+ (0.85), and DeepGOPlus (0.59) exhibited the 
highest weights for local alignment prediction. Both methods 
utilize Equation  (2) for the ensemble. Other methods employ-
ing this ensemble approach, such as TALE+ (0.50) and ATGO 
(0.40), showed lower performance in this scenario. In our case, 
the weights for each term ranged from 0.24 to 0.66. Based on 
this, DeepGOPlus and MAGO+ achieved the best performance 
in this interval.

3.6   |   Frequency Analysis

An important aspect of protein function classification involves 
analyzing terms with varying frequencies, that is, evaluating 
the classifier's performance in identifying both common and 
rare terms. To address this, we conducted an analysis based 
on term frequency, dividing the terms into three intervals, 
from 0% up to 5% frequency (excluding 5%), from 5% up to 
10% frequency (excluding 10%), and from 10% up to 100%. 
Table 6 presents the number of terms in each interval for each 
ontology.

During the evaluation of each approach, we utilized the 
Fmax metric. The results are detailed in the Data S1—Frequency 
Analysis. Based on the outcomes, both SUPERMAGO and 
SUPERMAGO+ achieved the best results across all three in-
tervals, with the largest margin in the (0% , 5%) and [5% , 10%) 
frequency ranges, which include rare terms.

3.7   |   Filtered Test Set Analysis

We conducted an additional evaluation using a filtered test set, 
removing proteins with any alignment of at least 50 amino acids 
in length and at least 80% sequence identity to the training set, 
using DIAMOND. This process resulted in the removal of 4323, 
4254, and 3280 proteins from the original test set for BPO, CCO, 

TABLE 6    |    The number of terms in each interval in the frequency 
analysis.

BPO CCO MFO

(0% , 5%) 370 462 479

[5% , 10%) 70 14 12

[10% , 100%] 60 22 8

Total 500 498 499

TABLE 7    |    Ablation study of the usage of only ESM2 T36, ProtT5, 
and both models (SUPERMAGO version) on the validation set.

Last layers BPO CCO MFO

ESM2 T36 0.575 0.769 0.797

ProtT5 0.575 0.767 0.799

SUPERMAGO 0.584 0.774 0.804

Note: The best results are highlighted in bold.

TABLE 8    |    Ablation study of the number of layer for each backbone 
of SUPERMAGO on the validation set.

Last layers BPO CCO MFO

One 0.571 0.766 0.794

Two 0.577 0.771 0.799

Three 0.579 0.773 0.801

Four 0.580 0.773 0.803

Five 0.584 0.774 0.804

Six 0.584 0.774 0.802

Seven 0.582 0.774 0.800

Note: The best results are highlighted in bold.

TABLE 9    |    Ablation study of classifier prediction aggregation for 
SUPERMAGO on the validation set. The best results are highlighted 
in bold.

Method BPO CCO MFO

SLC 0.581 0.771 0.802

NN 0.584 0.774 0.804

Note: The best results are highlighted in bold.

TABLE 10    |    Ablation study of ensemble of machine learning and 
local alignment tool classifier for SUPERMAGO+ on the validation set.

Method BPO CCO MFO

BLASTp

SLC 0.606 0.775 0.804

NN 0.606 0.777 0.805

DIAMOND

SLC 0.623 0.779 0.806

NN 0.621 0.781 0.808

Note: The best results are highlighted in bold.

TABLE 11    |    Comparison between SUPERMAGO+ and 
SUPERMAGO+Web on the test set.

Method BPO CCO MFO

SUPERMAGO+ 0.619 0.777 0.809

SUPERMAGO+Web 0.617 0.775 0.809

Note: The best results are highlighted in bold.
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and MFO, respectively. Consequently, the filtered test set com-
prises 4898, 5038, and 4584 proteins for BPO, CCO, and MFO, 
respectively.

Next, we evaluated the methods using the metrics Fmax, F∗max, 
wFmax, Smin, AuPRC, and IAuPRC. The results are detailed in 
the Data S1—Filtered Test Set Analysis. Based on the results for 
each scenario, our approach achieved all the best results for BPO 
and MFO, as well as Fmax, F∗max, wFmax, Smin, and IAuPRC for 
CCO. For AuPRC in CCO, our method obtained the second- best 
score, both in the machine learning approach and the ensemble 
with local alignment. Thus, we achieved 34 out of 36 best results 
in the evaluations.

Then, we assessed the statistical differences between classifiers 
using the Iman–Davenport and Nemenyi tests. For the Iman–
Davenport test, we compared the FF value with the critical value 
following an F- distribution with a 95% confidence interval, as 
detailed in the Data S1—Filtered Test Set Analysis. The results 
indicated that, in all cases, FF exceeded the critical value, reject-
ing the null hypothesis and confirming a statistical difference 
between the models.

Finally, we applied the Nemenyi test to compute the CD 
and generated visualizations for each scenario, available in 
the Data  S1—Filtered Test Set Analysis. The results showed 
that both SUPERMAGO and SUPERMAGO+ achieved the 

FIGURE 3    |    Web server input form. The user must specify the minimum confidence level and provide the protein sequences in FASTA format.

FIGURE 4    |    Web server tasks queue. Pending Tasks indicates the tasks currently in the processing queue, while Processed Tasks displays the 
tasks that have already been completed.
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top- ranking positions and demonstrated a statistical difference 
compared with the second- ranked approach in all evaluations.

3.8   |   Ablation Study

To evaluate the impact of different configurations of our 
method, we conducted an ablation study on the validation set for 
SUPERMAGO and SUPERMAGO+.

In the first analysis, we evaluated the impact of using the ESM2 
T36 and ProtT5 classifiers individually in the stacking model 
compared with SUPERMAGO. The results, shown in Table  7 
considering Fmax, demonstrate that using only the five classifi-
ers based on ESM2 T36 or ProtT5 embeddings in the stacking 
model produced worse outcomes compared to using both in the 
SUPERMAGO configuration.

Next, we assessed the results for the use of one up to seven last 
layers of ESM2 T36 and ProtT5 for SUPERMAGO. The outcomes 
of this study are presented in Table 8, considering the Fmax score. 
The ensemble of the five predictions for ESM2 T36 and ProtT5 
yielded the best results across all domains compared to configu-
rations with different numbers of layers, even achieving ties for 
BPO and CCO.

In our third ablation study, we evaluated the use of a stacking- 
based neural network classifier for SUPERMAGO and the 

modified stacking approach for SUPERMAGO+, comparing 
these with the ensemble approach commonly applied in the lit-
erature. In the literature, ensemble methods for machine learn-
ing with protein local alignment typically use a single � value to 
combine predictions, as described in the Equation (2).

Since the literature methods do not use ensembles of base models 
for the machine learning classifier, we applied a similar concept 
to aggregate the base classifiers of SUPERMAGO by performing 
a simple linear combination. Table  9 presents the results of the 
experiment considering the Fmax score, where SLC denotes the 
simple linear combination and NN refers to the stacking applied 
through neural network (the approach utilized in SUPERMAGO, 
presented in Section 2), which indicates that the stacking method 
applied in our methodology achieves better results across all ontol-
ogies compared to a simple linear combination.

Subsequently, we conducted the same experiment to generate 
SUPERMAGO+, evaluating both SLC and NN configurations. 
For the SLC version, the base method used is SUPERMAGO 
with SLC aggregation, as presented in the first row of Table 9. In 
addition to comparing aggregation methods, we also compared 
the local alignment tools BLASTp and DIAMOND, as shown in 
Table 10. The results indicate that in both scenarios (BLASTp 
or DIAMOND), NN outperformed SLC in the number of ontol-
ogies where it achieved superior performance. Regarding the 
local alignment tools, DIAMOND achieved better Fmax results 
compared to BLASTp.

FIGURE 5    |    Web server output. This table represents the results of BPO. Similar tables are generated for CCO and MFO.
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3.9   |   Comparison Between SUPERMAGO+ 
and SUPERMAGO+Web

Considering SUPERMAGO+ and SUPERMAGO+Web, we 
compared these two approaches with respect to Fmax, as shown 
in Table  11. The results indicate that SUPERMAGO+Web 

achieves results comparable to SUPERMAGO+, with a tie 
in MFO.

Next, we assessed the statistical differences between the meth-
ods, as detailed in the Data S1—Statistical Analysis. According 
to the Nemenyi test, there was no statistically significant 

FIGURE 6    |    Web server output visualization. This graph represents the results of BPO. Similar graphs are generated for CCO and MFO.

TABLE 12    |    Comparison of SUPERMAGO+Web and NetGO 3.0 web server on the test set.

Method Fmax F∗

max
wFmax Smin AuPRC IAuPRC

BPO

SUPERMAGO+Web 0.617 0.589 0.563 17.785 0.636 0.664

NetGO 3.0 web server 0.650 0.622 0.601 16.467 0.674 0.658

CCO

SUPERMAGO+Web 0.775 0.750 0.653 9.015 0.813 0.853

NetGO 3.0 web server 0.768 0.741 0.653 8.475 0.723 0.847

MFO

SUPERMAGO+Web 0.809 0.775 0.739 5.128 0.838 0.871

NetGO 3.0 web server 0.807 0.770 0.742 4.662 0.799 0.872

Note: The best results are highlighted in bold.
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difference between the two methods. Therefore, we consider 
both methods to be statistically equivalent.

In terms of computational cost, SUPERMAGO+ requires 
a graphics card with at least 16 GB of memory, whereas 
SUPERMAGO+Web can be executed on a GPU with as little as 
4 GB of memory, representing only a quarter of the memory re-
quired by SUPERMAGO+.

3.10   |   Web Server

For the web server (https:// super mago. ic. unica mp. br), we uti-
lized SUPERMAGO+Web implemented on a NVIDIA GeForce 
GTX 980 GPU with 4GB of memory. Thanks to the use of quan-
tization in int4, LoRA, and bfloat16 computation type, we 
were able to deploy this model on a GPU with limited computa-
tional resources.

In the following subsections, we describe the process of submit-
ting protein sequences and visualizing the results.

3.10.1   |   Web Server Input

The sequence submission form is shown in Figure 3. Users can 
submit up to 50 protein sequences or total of 100 000 charac-
ters in FASTA format. In addition to the sequences, users must 
set a minimum confidence for the model to consider a term as 
predicted. There is also an option to add a security password 
to restrict access to the results. After completing the submis-
sion process, users receive an identifier to track the progress of 
the task.

3.10.2   |   Web Server Queue

Once the task is submitted, users can check its position in 
the queue under the Pending Tasks section, as illustrated in 
Figure  4. Each submission takes approximately 5 min to com-
plete. After execution, the task moves to the Processed Tasks 
and remains available for 24 h.

3.10.3   |   Web Server Output

When accessing the task results, users can view the 
predicted terms for each protein, along with the minimum 
confidence value indicated for BPO, CCO, and MFO, as shown 
in Figure 5.

In addition to the table with term and confidence informa-
tion by ontology, a graphical result will be displayed, follow-
ing the organization of each ontology in the Gene Ontology. 
Terms with confidence levels of 75% or higher are shown 
in green, those with confidence levels between 50% and 
75% in yellow, and those below 50% in red, as depicted in 
Figure 6.

Finally, users can download the results in CSV and JSON for-
mats, as well as figures representing the model's predictions.

3.11   |   Comparison Between SUPERMAGO+Web 
and NetGO 3.0 Web Server

In this comparison, we assessed the performance of 
SUPERMAGO+Web compared with NetGO 3.0 web server, a 
tool for protein function prediction based on the NetGO 3.0 [23] 
classifier. This model employs machine learning, as well as local 
alignment through BLASTp [24], and incorporates additional 
data such as family, textual information, and protein–protein 
interaction network features. To evaluate the NetGO 3.0 web 
server, we reached out to the authors and ran our test set of pro-
tein sequences on their server.

The results from both web servers are presented in Table 12. For 
CCO and MFO, our approach achieved the best results in 8 of 
12 metrics. However, in the BPO, NetGO 3.0 achieved best per-
formance in 5 out of 6 metrics. These findings suggest that the 
additional features utilized by NetGO 3.0 have contributed to its 
improved efficacy in predicting this terms. This improvement is 
likely due to the ontology's focus on biological processes anal-
ysis, which are largely influenced by protein interactions [45]. 
In contrast, for the other two ontologies, our approach remains 
competitive, relying solely on the amino acid sequence, which is 
the most available information about proteins.

4   |   Conclusions

In this work, we introduce SUPERMAGO, a novel method for 
predicting protein functions. This method leverages embeddings 
from the final five layers of the ESM2 T36 and ProtT5 encoder, ap-
plies a multilayer perceptron classification model for each layer, 
and utilizes a neural network stacking classifier to aggregate 
the predictions. We also present SUPERMAGO+, an ensemble 
approach combining SUPERMAGO with DIAMOND, which in-
corporates term- specific weights differently from existing meth-
ods in the literature. Finally, we introduce SUPERMAGO+Web, 
a web- compatible version of SUPERMAGO+ that requires 
fewer computational resources.

The significance of these methods lies in their potential to re-
veal previously unknown functions using only the amino acid 
sequence information, the most abundant data about proteins. 
By improving the accuracy and specificity of protein function 
predictions, SUPERMAGO and its variants can offer insights 
into protein roles, potentially contributing to advancements in 
this field of study.

During the evaluation phase, SUPERMAGO outperformed 
state- of- the- art approaches in 17 out of 18 comparisons. It also 
demonstrated competitive results in analyses of ontology, do-
main, similarity, term frequency, and filtered test set. Our 
statistical analysis revealed significant differences compared 
to existing methods across all evaluations. In terms of using 
stacking- based neural networks instead of linear combination, 
the former approach yielded better results. This indicates that 
assigning specific weights to each term based on the prediction 
method is more effective than using a single weight for all terms 
within a specific classifier. In the stacking process, by employ-
ing multiple individual models, the error of each model can be 

https://supermago.ic.unicamp.br
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mitigated by the others, resulting in a final prediction that can 
be more accurate than a single robust model.

SUPERMAGO+ similarly exhibited competitive performance, 
surpassing state- of- the- art methods in 16 out of 18 comparisons, 
showing improvements with statistically significant differences 
compared with the second- best approach and competitive results 
on ontology, domain, similarity, term frequency, and filtered 
test set analysis. Regarding local alignment tools, DIAMOND 
yielded superior outcomes compared with BLASTp when used 
in conjunction with SUPERMAGO. Furthermore, when com-
paring stacking- based neural networks to linear combination, 
the neural network approach again delivered the best results. 
This indicates that assigning specific weights to each model pre-
diction (SUPERMAGO or DIAMOND) leads to better outcomes 
than using a single weight value during the ensemble process.

Considering our SUPERMAGO+Web method, it demonstrated 
competitive results compared with SUPERMAGO+, and pre-
sented no statistical difference between them. When compared 
to NetGO 3.0, SUPERMAGO+Web obtained competitive results 
on CCO and MFO, even using only the amino acid sequence in-
formation. In the case of BPO, NetGO 3.0 consistently achieved 
the best results, indicating that additional features can help to 
improve the results on this ontology.

Due to the reliance on data from CAFA5 for developing 
SUPERMAGO, SUPERMAGO+, and SUPERMAGO+Web, 
our models may be impacted by underrepresented species. 
Therefore, future work will focus on exploring data from addi-
tional species beyond those represented in the current dataset, 
including a new version of SUPERMAGO+Web. Another topic 
of investigation will be the integration of other types of data, 
such as protein–protein interactions, structural information, 
and taxonomic data, which could enhance the performance of 
each model.
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