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Abstract

With the development of genome sequencing technology, using computing technology to predict grain protein function has become
one of the important tasks of bioinformatics. The protein data of four grains, soybean, maize, indica and japonica are selected in this
experimental dataset. In this paper, a novel neural network algorithm Chemical-SA-BiLSTM is proposed for grain protein function
prediction. The Chemical-SA-BiLSTM algorithm fuses the chemical properties of proteins on the basis of amino acid sequences, and
combines the self-attention mechanism with the bidirectional Long Short-Term Memory network. The experimental results show that
the Chemical-SA-BiLSTM algorithm is superior to other classical neural network algorithms, and can more accurately predict the protein
function, which proves the effectiveness of the Chemical-SA-BiLSTM algorithm in the prediction of grain protein function. The source
code of our method is available at https://github.com/HwaTong/Chemical-SA-BiLSTM.
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Introduction

Grain is essential for human survival, supplying more than half
of the calories consumed by humans [1]. As a food additive, it
plays an irreplaceable role in the food industry. At the same
time, grain protein content reaches 8-12%, which is the main
source of protein in human diet. Protein is considered a key factor
determining nutritional quality [2]. Therefore, the study of grain
protein is of great significance to the development of human daily
life, food agriculture and food industry.

With the advancement of sequencing technology, the early
method of protein function prediction through biological experi-
ments consumes a lot of manpower, material resources, time and
funds. It can no longer adapt to the increasing growth rate of grain
protein sequence data [3]. Therefore, the computational method
has become one of the mainstream methods for protein function
prediction [4].

The early computational methods used BLAST, PSI-BLAST,
FASTA and other software to search for similar sequences of
each protein in the training set, and then assumed that similar
sequences had similar functions [5], and migrated protein func-
tion annotations. With the development of artificial intelligence,
many machine learning methods are widely used to predict
protein function. SVM-Prot [6] utilized protein composition
and transformation, distribution features and SVM algorithm
for protein function prediction. ProMK [7] combined the KNN
algorithm with five different methods of measuring distances
between characteristic values to predict protein function on
different datasets. Many other researchers used different machine

learning methods to predict protein function and achieved good
results, such as co-learning [8], Naive Bayes model [9, 10], Random
Forest [11] and so on.

However, shallow protein function prediction methods are
often difficult to mine deep (nonlinear) relationships between
proteins and Gene Ontology (GO) functional terms. Compared
with traditional machine learning methods, the deep learning
method can learn from massive protein sequence data without
feature engineering. As long as the amino acid sequence data are
simply processed, it can be directly input into the neural network
for learning. The deep learning method solves the problems
that are difficult to be solved by traditional machine learning
algorithms in the past such as high dimension, redundancy and
high noise caused by massive protein sequence data. DeepGO
[12] as one of first deep learning models used the convolutional
neural network (CNN) algorithm for protein function prediction
using different datasets. It was an algorithm for predicting protein
functions from protein sequences and PPI networks. Based on
the DeepGO algorithm, DeepGOPlus [13] was developed for
predicting protein function from amino acid sequences alone
which combined CNN model with similarity-based method
BLAST. It combined neural network predictions with methods
based on sequence similarity to capture interaction information.
In ProtConv [14], the CNN algorithm was presented and trained
for protein function prediction task. It converted the vector
representation of the protein or peptide sequence into two-
dimensional image with single channel which is fed into the CNN.
In Deep_CNN_LSTM_GO [15], the CNN algorithm combined with
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the Long Short-Term Memory (LSTM) algorithm was proposed for
predicting protein function. It can be trained on any standard CPU
without the need for a dedicated GPU.

Although the models proposed above achieve relatively good
prediction results in solving protein function prediction task,
there are still some problems. On the one hand, the network
structure cannot effectively capture the long-term dependency
between the same protein sequence and cannot fully extract
the amino acids sequence information. Long-term dependence
refers to the long-distance dependence relationship between each
amino acids in a protein sequence. By establishing this rela-
tionship, the overall information of the sequence can be better
learned. On the other hand, it is difficult to effectively distin-
guish the valid information and invalid information of the protein
sequence. It is difficult to capture the amino acid sequence that
has a greater effect on the protein function. Valid information
refers to protein sequence information that has a great impact
on protein function. Correspondingly, invalid information refers
to protein sequence information that has less impact on protein
function.

Based on the thinking of the above problems, it is of great
significance to develop a new prediction method to solve the
problem of protein function prediction. Firstly, for the sequence
information of amino acids that cannot be fully extracted, the
bidirectional Long Short-Term Memory network (BiLSTM) [16]
is used to extract the global and local feature information of
proteins. At the same time, the sequence relationship between
the feature information can be effectively preserved, so that the
model can obtain better prediction effect. Secondly, in order to
better utilize the sequence relationship between feature informa-
tion and reflect the importance of different sequence positions,
the self-attention mechanism [17, 18] is used in this experi-
ment to make the model pay more attention to the important
features in the sequence, thus enhancing the robustness and
generality of the protein function prediction model. Addition-
ally, Corral [19] used a variety of machine learning methods to
explore the mapping relationship between protein key residues
and functions, and found that modeling with chemical properties
can achieve higher accuracy. Therefore, in this experiment, six
chemical properties are added to the amino acid sequence after
data processing as the input of the model to enrich the informa-
tion of the input data. To a certain extent, the input data can
provide more useful information for protein function prediction
model.

In summary, grain protein is used as research object in this
paper. The Chemical-SA-BILSTM algorithm is proposed for the
task of grain protein function prediction. The Chemical-SA-
BiLSTM algorithm adds chemical properties to the original amino
acid sequence as the input data of the model, and combines
the self-attention mechanism and the BIiLSTM algorithm. The
experimental results show that, whether compared with the clas-
sical neural network algorithm (the CNN algorithm and the LSTM
algorithm) and the combined version of the CNN algorithm and
the BILSTM algorithm (the CNN-BiLSTM algorithm), or compared
with the classical neural network algorithm combining chemical
properties (the Chemical-CNN algorithm), the Chemical-SA-
BiLSTM algorithm proposed in this paper can achieve better
prediction results in the grain protein function prediction. It
is proved that the Chemical-SA-BIiLSTM algorithm proposed in
this paper can fully extract the amino acid sequence infor-
mation and effectively use the sequence relationship between
the feature information, which has high effectiveness and
robustness.

Table 1. The example of one-hot encoding for input sequence

C G Q C Y Q I A C A
0 0 0 0 0 1 0 1

1 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0

Materials and Methods
Data representation

To use neural network for protein function prediction based on
amino acid sequences, the first task is to find the best way
to represent the input data so that the protein sequences can
be recognized by the program. The current popular encoding
methods include one-hot encoding, learned embeddings and BLO-
SUM62 embeddings. In general, the learned embedding method
has a large number of model parameters. Compared with the
learning embedding method, the one-hot coding method can not
only reduce the number of model parameters, but also avoid
the overfitting problem [13]. In addition, the BLOSUM62 embed-
ding is one of the popular encoding methods. It represents each
amino acid by its corresponding row in the BLOSUM62 matrix.
Instead of treating all amino acids independently, the BLOSUM62
matrix keeps the evolutionary information about which pairs of
amino acids are easily interchangeable during evolution [20]. A
study showed that the one-hot encoding method achieved lower
model error compared with BLOSUM62 embedding [21]. There-
fore, the n-gram of sequence of amino acid codes is encoded by
the one-hot encoding method in this study. This method maps
each amino acid letter to a specific real number from 1 to 20.
And then, each term of the n-gram is assigned a vector con-
sisting of all zeros, except for a one at the position reserved
for that term. For example, the real number corresponding to
the letter D is 3, which means that the third position of its
vector is assigned one, and the remaining positions are zero.
It is worth noting that the lengths of protein sequences are
mostly unequal and vary greatly. In order to unify the format
of the input data and reduce the calculation time of the model,
each protein sequence length is unified to 1002 in this experi-
ment. Despite the restriction that the sequence length is 1002
and does not contain ambiguous amino acid codes, about 90%
of protein sequences in UniProt satisfy these conditions [13].
In other words, protein sequences with the length greater than
1002 are filtered out. If the protein sequences with the initial
length less than 1002, they are padded with zeros on the left
until the sequence length is 1002. Finally, all protein sequences
with ambiguous amino acid codes (B, J, O, U, X, Z) are deleted.
The example of one-hot encoding for input sequence is shown in
Table 1.

The protein function depends on the chemical properties of
its amino acids. Adding chemical properties to the sequence data
can make the input data more informative and useful in protein
function prediction task to a certain extent. The six chemical
properties of amino acid [22] added in this experiment are shown
in Table 2. In general, each amino acid sequence is encoded as
a 26-dimensional vector. The first 20 dimensions of the vec-
tor represent the original amino acid sequence, and the other
six dimensions are six amino acid chemical properties newly
added.
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Table 2. Six amino acid chemical properties

Chemical properties value

Charge positive:1; negative:-1; neutral:0.1
Hydrophobicity from -4.5 to 4.5

isPolar yes:1; no:0

isAromatic yes:1; no:0

hasHydroxyl yes:1; no:0

hasSulfur yes:1; no:0

Figure 1. BILSTM network architecture.

BiLSTM and self-attention mechanism

Hochreiter [23, 24] proposed the LSTM network, which contains
three gates (input gate, forget gate and output gate) and a memory
cell. The LSTM network can effectively retain the historical infor-
mation of the input data and learn the dependency information
of long sequences. However, in the LSTM network, the cell state
at each time can only store the current time and the previous
time information. Its single direction transmission mode makes it
impossible for the algorithm to obtain information from the back
to the front. For the purpose of solving this problem, it is a good
choice to build the model with the BiLSTM algorithm [16]. The
BiLSTM algorithm can capture important information of amino
acid sequences bidirectionally, fully consider the contextual cor-
relation information of the current amino acid sequences, and can
learn protein sequences feature more deeply. The BILSTM network
architecture is shown in Figure 1.

Due to the long amino acid sequence, the BiLSTM model is
unable to capture the most direct relationship between the fea-
ture vector and the result label. Adding self-attention mechanism
[17, 18] to the model can solve this kind of problem. It can
weigh the input features and measure the importance of each
feature to the experimental object. The self-attention mechanism
is widely used in the fields of text and image classification [25, 26],
machine translation [18, 27] and bioinformatics [28, 29]. In this
experimental model, the computational relationship within the
self-attention mechanism is shown in Figure 2.

Chemical-SA-BiLSTM

In order to enrich the information of the input data, six chemi-
cal properties are added to the amino acid sequence after data
processing. The final amino acid sequence and GO annotations
are jointly used as the input of the neural network model for
model training. Sequence features are extracted based on BiLSTM
network in this experiment. But the BiLSTM network needs to
perform calculations in sequence of amino acid sequence. For
the features that are far apart interdependent, it takes a certain
amount of time and steps to obtain enough information accumu-
lation to connect them. The farther apart they are, the less likely
the BiLSTM network captures effective information. This means
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Figure 3. Chemical-SA-BILSTM Architecture.

that when an amino acid may be related to its surrounding amino
acids or farther amino acids, using the BiLSTM algorithm only
considers the information before and after the protein sequence
within a certain range and cannot solve the correlation problem
between discontinuous amino acids. It is worth noting that a
single amino acid or a few amino acids may have a great impact
on protein function. In the calculation process, the self-attention
mechanism can directly connect the correlation between any two
features in the sequence through one calculation step, which
greatly shortens the distance between long-distance dependent
features. Therefore, the combination of the BiLSTM algorithm and
the self-attention mechanism gives more attention to the amino
acids that may have a great influence on protein function, so
that the amino acid sequence has a greater contribution to the
accurate prediction of protein function. The architecture of the
Chemical-SA-BiLSTM algorithm is shown in Figure 3.

The input sequence of the BiLSTM layer is S = {x1,X2,- -+, Xt}
The model sequentially inputs each item x4, x5, - - -, X; of the input
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sequence into the B1LSTM network. And then the forward output
ht and reverse output ht at each time are calculated in the
forward and reverse directions, respectively. After that, the output
vectors in both forward and reverse directions are added. The
final output vector h; can be obtained. Then, the feature vector

= (h1,hy,---,hy) obtained by the BILSTM model is input into
the self-attention model to calculate the weight vector a. The
expression of the weight vector a can be obtained by Equation
(1). By multiplying the feature vector and the weight vector a, the
final vector m of the self-attention layer can be obtained, and its
calculation equation is shown in Equation (2).

a = softmax (Ws, tanh (W HT)) (1)

m = aH 2

In the above equations, Wg; and W, are parameter matrices.
The dimension of the weight vector a is n. The dimension of the
vector m is 2u.

Next, the vector m output from the self-attention layer is
transferred to the fully connected layer. Subsequently, this vector
is mapped to a specific number by the Dense operation. To prevent
overfitting, the Dropout layer [30] is added to the model. Finally,
the output is mapped in the range [0, 1] through the sigmoid
function of the activation layer, thereby obtaining the prediction
result of the protein function.

Datasets

All protein data in the UniProtKB-SwissProt database have been
carefully verified by experienced protein chemists and molecu-
lar biologists through consulting literature and computer tools,
which can provide high-quality amino acid sequences and GO
function annotation of grain protein for this experiment. Gene
Ontology has been widely recognized as the gold standard for
protein function annotation [31, 32], which covers three different
sub-ontologies according to different function categories: Biologi-
cal Process (BP), Molecular Function (MF) and Cellular Component
(CC) [33]. Each GO function annotation describes a unique biolog-
ical concept. And a protein is annotated by several GO function
annotations.

In this experiment, the protein data of soybean, maize, indica
and japonica are downloaded from the UniProtKB-SwissProt
database. Only GO terms with experimental evidence codes (EXP,
IDA, IPI, IMP, IGI, [EP, TAS and IC) can be retained. All proteins not
annotated by GO terms are deleted. According to the category
of GO function annotation, separate datasets are constructed
for the three sub-ontologies of MF, BP and CC. For each grain
protein dataset, we propagate annotations using the GO hierarchy
structure [33]. If a protein is annotated with a GO annotation, it
will be annotated with all of its ancestral annotations. When
propagating annotations, we consider the GO term problem of
proteins with different sub-ontologies. For instance, if a protein
P has GO annotations of BP and MF, the protein P is classified
into both the BP dataset and the MF dataset. After this step, the
number of annotated proteins for each GO class is calculated
and all classes with 50 or more annotations are selected for our
prediction model. After this step, the data processed above are
randomly divided into training set (80%) and test set (20%). Then
the training set is divided into training set (80%) and validation
set (20%) randomly. The final training set is used to train the
model, and the validation set is used to evaluate how well the
model predicts and select the best model. The best model is then

Table 3. The distribution of protein sequences samples in the
grain protein dataset for each sub-ontology.

Datasets Sub-ontology Training samples Testsamples Total
Soybean  BP 264 67 331
MF 283 71 354
cC 256 65 321
Maize BP 534 134 668
MF 608 153 761
cc 612 153 765
Indica BP 652 164 816
MF 756 189 945
ccC 754 189 943
Japonica  BP 2588 647 3235
MF 2858 715 3573
cc 2796 700 3496

Table 4. CNN network structure

Layer Output Shape

Conv+Relu (64 filters of size 9, dropout=0.2) (
Max Pooling (size 3, stride 3) (
Conv+Relu (64 filters of size 7, dropout=0.2) (
Max Pooling (size 3, stride 3) (108,64
Conv+Relu (64 filters of size 7, dropout=0.2) (
Max Pooling (size 3, stride 3) (
K Max Pooling (K=10) (
Flatten (

used to evaluate the performance by the test set. After the above
processing, the number of protein sequences of the four grain
protein datasets is shown in Table 3.

Baseline comparison methods

The model in this paper is compared with common neural net-
work learning models: CNN, LSTM and CNN-BILSTM. In addi-
tion, the CNN model combined with chemical properties, called
Chemical-CNN, is used as comparison algorithm. The network
structure of the CNN baseline model used in this experiment
refers to the design of Zuallaertet [34]. Taking the BP dataset of
japonica as an example, the CNN network structure is shown in
Table 4. Additionally, the workflow of the CNN-BiLSTM model, a
model combining the CNN algorithm and the BiLSTM algorithm
in this experiment, is shown in Figure 4.

Evaluation metrics

In this paper, the accuracy, precision, recall and F1 values are used
as the model evaluation metrics [35] to measure the prediction
effect of the algorithm. The definitions of these evaluation metrics
are shown in Equation (3), Equation (4), Equation (5) and Equation
(6), respectively. TP, TN, FP and FN denote true positives, true neg-
atives, false positives and false negatives, respectively. In general,
when the precision is high, the recall is usually low. When the
recallis high, the precision is slightly lower. Therefore, the F1 score
is also used as the model evaluation metric in this experiment.
The F1 score is the harmonic mean of the precision and the recall,
which can synthetically consider the precision and the recall,
and comprehensively evaluate the algorithm performance. The
higher the F1 score, the better the algorithm performance and the
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Figure 4. CNN-BiLSTM model workflow.

stronger the algorithm stability.

Accuracy = 1P+ TN (3)
Y= TP+ TN+ FP+ N

TP

Precision = ————
SO = T P

TP
Recall = ———
U= TP rEN

Fl— 2 x Precison x Recall
" Precison + Recall

Experimental results and discussion

The performance comparison and analysis of the
Chemical-SA-BiLSTM algorithm with other
algorithms

In order to verify the performance superiority of the Chemical-
SA-BILSTM algorithm proposed in this paper in the grain pro-
tein function prediction model, the soybean protein, the maize
protein, the indica protein and the japonica protein are selected
as experimental objects. The Chemical-SA-BiLSTM algorithm is
compared with the classical neural network algorithms (the CNN
algorithm, the LSTM algorithm, the CNN-BiLSTM algorithm and
the transformer algorithm). The experiments of each algorithm
are run for 10 times, and all the prediction results of the 10
experiments are averaged. The function prediction results of the
final four grain proteins are shown in Table 5. For each evaluation
metric, the larger the evaluation value, the better the algorithm
performance.

The accuracy, precision, recall and F1 score of the CNN, LSTM,
CNN-BiLSTM and Chemical-SA-BiLSTM algorithm for soybean,
maize, indica and japonica proteins are shown in Table 5. In terms
of accuracy, the Chemical-SA-BILSTM algorithm is superior to
the CNN, LSTM, CNN-BiLSTM and transformer algorithms on the
four grain protein datasets. On the BP dataset of indica protein,
compared with the CNN algorithm, the accuracy of the Chemical-
SA-BILSTM algorithm is improved by 16.694889%, and its value
is as high as 90.550564%. The accuracy of the LSTM algorithm is
also higher than that of the CNN algorithm and the CNN-BiLSTM
algorithm. For the values of precision, the results of the Chemical-
SA-BILSTM algorithm are higher than those of the CNN algorithm
and the CNN-BILSTM algorithm on the four grain protein datasets.
The precision of the Chemical-SA-BiLSTM algorithm is generally
higher than that of the LSTM algorithm. Only on the BP and CC

datasets of maize protein and CC dataset of japonica protein,
the precision of the Chemical-SA-BILSTM algorithm is slightly
lower than that of the LSTM algorithm. But on these datasets, the
recall of the Chemical-SA-BiLSTM algorithm is higher than that
of the LSTM algorithm. In order to comprehensively consider the
precision value and recall value, the F1 score is used as an index
to evaluate the performance of the algorithm in this experiment.
In terms of F1 score, the LSTM algorithm is superior to the CNN
and CNN-BiLSTM algorithms on the four grain protein datasets.
The F1 score of the Chemical-SA-BILSTM algorithm is higher than
the other four algorithms, and its value on the BP dataset of
soybean protein is as high as 86.806706%. On the BP dataset of
indica protein, compared with the CNN algorithm, the F1 score of
the Chemical-SA-BILSTM algorithm is improved by 17.166506%.
In general, the Chemical-SA-BILSTM algorithm proposed in this
paper is superior to the classical deep learning algorithms (the
CNN algorithm, the LSTM algorithm the CNN-BiLSTM algorithm
and the transformer algorithm) in terms of accuracy and F1 score,
and can effectively predict the function of grain proteins.

It can also be seen from Table 5 that both the F1 score and
accuracy of soybean with fewer samples are higher than those
of maize with more samples. The F1 score and accuracy of the BP
and CC datasets of soybean are even higher than those of japonica
with thousands of samples. However, the F1 score and accuracy
of the MF dataset of soybean are lower than those of japonica.
Probably because the length of protein sequence selected for
the experiment is 1002, hundreds of protein sequences with the
length of 1002 are not a small amount of training for the model.
When a certain amount of data is reached, the difference in
algorithm performance may not be necessarily related to the
amount of data. It does not mean that the larger the amount of
data, the better the algorithm performance.

In addition, the 10-fold cross validation experiments are per-
formed for all baseline models (CNN, LSTM, CNN-BIiLSTM and
transformer) and the Chemical-SA-BILSTM model proposed in
this paper on the soybean protein dataset to benchmark and
compare the effectiveness of these models. All experiments are
performed 10 times and the average value of the 10 experiments is
taken as the final experimental results. The experimental results
are presented in the form of mean =+ standard deviation, as
shown in Table 6. As can be seen in Table 6, the Chemical-SA-
BiLSTM algorithm is higher than the CNN, LSTM, CNN-BILSTM
and transformer algorithms in terms of accuracy and F1 score.
On the standard deviation values of accuracy, precision, recall
and F1 score, the standard deviation value of the Chemical-SA-
BiLSTM algorithm is lower than those of the other four algorithms.
It is worth noting that the standard deviations of the Chemical-
SA-BILSTM algorithm are all less than 1%. It further proves the
superiority of Chemical-SA-BILSTM algorithm in the prediction of
grain protein function.
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Table 5. Grain protein function prediction results

Datasets Sub-ontology Algorithm Accuracy(%) Precision(%) Recall(%) F1(%)
Soybean BP CNN 81.901 79.435 82.203 80.777
LSTM 84.879 76.137 92.340 83.299
CNN-BILSTM 82.701 79.457 84.335 81.804
transformer 83.927 77.098 89.436 82.668
Chemical-SA-BiLSTM 87.820 85.008 89.068 86.807
MF CNN 84.357 73.340 89.567 80.546
LSTM 86.384 72.644 93.679 81.819
CNN-BILSTM 85.228 76.138 88.716 81.759
transformer 86.255 79.750 86.686 82.885
Chemical-SA-BiLSTM 87.097 82.990 85.491 84.101
cCc CNN 80.370 78.235 80.899 79.486
LSTM 83.181 82.755 82.623 82.660
CNN-BILSTM 80.760 79.797 80.638 80.197
transformer 84.208 89.177 77.430 82.790
Chemical-SA-BiLSTM 84.835 83.979 84.557 84.182
Maize BP CNN 77.881 73.025 62.072 67.089
LSTM 79.523 75.102 67.108 70.863
CNN-BILSTM 77.927 69.936 67.120 68.488
transformer 78.484 71.621 64.924 67.926
Chemical-SA-BiLSTM 80.421 74.801 69.763 72.091
MF CNN 82.567 64.687 73.956 69.001
LSTM 83.747 70.761 71.080 70.900
CNN-BILSTM 83.736 68.977 69.539 69.144
transformer 84.425 74.580 67.913 70.620
Chemical-SA-BiLSTM 86.281 74.898 75.043 74.939
CcCc CNN 78.143 79.064 61.307 68.872
LSTM 82.424 79.624 70.760 74.920
CNN-BIiLSTM 78.830 78.080 63.111 69.799
transformer 80.498 84.671 61.801 71.383
Chemical-SA-BiLSTM 83.940 79.421 75.423 77.151
Indica BP CNN 73.856 50.237 88.228 64.020
LSTM 89.140 81.669 77.071 79.294
CNN-BILSTM 87.973 78.994 74.139 76.461
transformer 88.574 82.770 71.911 76.611
Chemical-SA-BiLSTM 90.551 83.113 79.443 81.186
MF CNN 84.454 73.636 51.654 60.673
LSTM 86.190 66.831 61.324 63.911
CNN-BIiLSTM 84.796 63.966 63.482 63.660
transformer 86.053 71.717 55.493 61.959
Chemical-SA-BiLSTM 87.274 75.071 63.248 68.608
cC CNN 81.506 78.081 77.655 77.800
LSTM 82.186 80.101 77.618 78.825
CNN-BILSTM 81.691 78.400 77.655 78.006
transformer 83.154 85.246 74.326 79.334
Chemical-SA-BiLSTM 85.299 81.409 83.919 82.434
Japonica BP CNN 78.798 71.1667 58.817 64.276
LSTM 80.766 71.490 63.920 67.489
CNN-BILSTM 79.374 65.345 66.320 65.817
transformer 80.186 71.903 60.083 65.362
Chemical-SA-BiLSTM 81.367 73.773 64.354 68.715
MF CNN 83.362 75.888 85.992 80.306
LSTM 87.215 82.618 88.216 85.309
CNN-BILSTM 84.603 78.035 85.939 81.685
transformer 85.720 80.523 86.480 83.375
Chemical-SA-BiLSTM 87.910 84.229 88.207 86.105
cCc CNN 78.649 75.274 78.009 76.524
LSTM 81.614 81.079 80.268 80.656
CNN-BILSTM 79.214 74.139 82.478 77.935
transformer 79.209 80.544 75.759 78.003
Chemical-SA-BiLSTM 83.728 80.792 84.984 82.689
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Table 6. Results of cross validation experiment for soybean protein function prediction

Grain protein function prediction

Sub-ontology Algorithm Accuracy(%) Precision(%) Recall(%) F1(%)

BP CNN 83.053 £1.319 78.898 + 1.542 85.672 £ 1.587 82.128 +£1.003
LSTM 86.049 + 0.709 81.747 + 1.929 87.844 + 1.271 84.672 + 1.295
CNN-BILSTM 83.438 £1.078 80.472 + 1.075 84.518 +1.296 82.442 +£1.051
transformer 84.292 + 0.754 80.432 + 1.157 91.653 + 0.947 85.671 £ 0.794
Chemical-SA-BILSTM 89.039 + 0.411 85.650 + 0.937 93.003 +0.793 89.170 + 0.568

MF CNN 85.018 + 1.663 74.724 £ 1.733 89.036 + 2.482 81.224 + 1.336
LSTM 85.943 + 1.502 78.939 + 2.002 88.822 + 1.204 83.576 + 1.357
CNN-BiLSTM 85.684 + 1.370 77.654 + 2.339 89.347 + 2.748 83.038 + 1.417
transformer 86.959 + 1.377 80.859 + 1.119 87.173 £ 1.509 83.886 %+ 0.900
Chemical-SA-BILSTM 89.039 + 0.985 83.433 + 0.657 89.045 + 0.882 86.145 + 0.621

CcC CNN 81.233 £ 0.704 79.845 + 1.683 80.291 + 1.458 80.058 + 1.312
LSTM 83.455 + 1.030 85.812 + 2.076 82.093 + 1.798 83.874 £ 0.768
CNN-BiLSTM 81.786 £ 1.113 80.710 + 1.379 82.072 £ 0.937 81.372 £ 0.548
transformer 83.719 + 1.189 88.306 + 1.925 79.905 + 1.930 83.877 £ 1.472

Chemical-SA-BiLSTM

85.643 + 0.701

86.062 + 0.850

84.611 + 0.522

85.327 + 0.418

Table 7. Helicobacter pylori protein function prediction results

Sub-ontology Algorithm Accuracy(%) Precision(%) Recall(%) F1(%)
BP CNN 80.028 62.821 97.233 76.255
LSTM 81.752 64.644 98.860 78.147
CNN-BILSTM 81.353 63.384 99.324 77.378
Chemical-SA-BiLSTM 84.791 75.028 94.556 83.556
MF CNN 74.631 53.415 89.724 66.581
LSTM 75.120 51.339 98.326 67.454
CNN-BILSTM 75.196 50.902 99.223 67.284
Chemical-SA-BILSTM 78.351 64.069 87.108 73.398
cCc CNN 77.310 60.643 81.929 69.649
LSTM 81.966 65.299 95.898 77.693
CNN-BILSTM 81.358 64.691 94.075 76.645
Chemical-SA-BILSTM 95.397 92.155 98.061 94.885

In order to verify the performance of the Chemical-SA-BiLSTM
algorithm on other protein datasets, helicobacter pylori protein is
selected as experimental object for protein function prediction.
Similarly, the experimental results of the Chemical-SA-BiLSTM
algorithm are compared with the CNN, LSTM and CNN-BiLSTM
algorithms. The experiments are run for 10 times and the average
of the 10 experimental results is taken. The experimental results
are shown in Table 7. It can be seen from the experimental
results that, compared with the CNN, LSTM and CNN-BiLSTM
algorithms, the Chemical-SA-BiLSTM algorithm has the highest
accuracy, F1 score and precision. This proves the feasibility of
applying the Chemical-SA-BiLSTM algorithm to the function pre-
diction of other proteins, and also lays a foundation for applying
the Chemical-SA-BILSTM algorithm to generic protein function
prediction in the future.

The comparison and analysis of chemical
properties effect

In this study, in order to further verify the influence of chemical
properties on the grain protein function prediction model perfor-
mance, the soybean protein and the maize protein are selected
as the experimental objects. And the CNN algorithm and the SA-
BiLSTM algorithm are compared with their algorithms integrating
chemical properties. The grain protein function prediction results
are shown in Table 8.

As can be seen from Table 8, on the soybean and maize pro-
tein datasets, the accuracy and F1 score of the Chemical-CNN

algorithm are higher than those of the CNN algorithm. More-
over, the accuracy and F1 score of the Chemical-SA-BiLSTM algo-
rithm are also higher than the CNN algorithm, the Chemical-CNN
algorithm and the SA-BILSTM algorithm. The reason is that the
chemical properties of amino acids are related to protein function.
This indicates that adding the chemical properties of amino acids
to protein sequences can enrich the input information, which is
beneficial to improve the performance of grain protein function
prediction model. In addition, compared with the CNN algo-
rithm and the SA-BiLSTM algorithm without amino acid chemical
properties, the Chemical-CNN algorithm and the Chemical-SA-
BiLSTM algorithm only slightly improved the prediction effect of
grain protein function. The probable reason is that the chemical
properties used in this experiment can be easily inferred from
amino acid sequences, and neural network models can implic-
itly learn these properties automatically. In other words, future
research can try to use other more complex chemical or physical
properties, which may have a greater impact on the performance
of protein function prediction models. In conclusion, compared
with the algorithms without amino acid chemical properties, the
algorithms with amino acid chemical properties are better in
predicting the function of grain protein.

Cross-species protein prediction

In order to understand the prediction effect of one grain pro-
tein function prediction model on another grain protein, the
MF dataset of japonica protein and the Chemical-SA-BiLSTM
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Table 8. The comparison of chemical properties effect for grain protein function prediction

Datasets Sub-ontology Algorithm Accuracy(%) Precision(%) Recall(%) F1(%)
Soybean BP CNN 81.901 79.435 82.203 80.777
Chemical-CNN 82.672 78.082 85.268 81.513
SA-BILSTM 85.013 78.656 90.047 83.906
Chemical-SA-BILSTM 87.820 85.008 89.068 86.807
MF CNN 84.357 73.340 89.567 80.546
Chemical-CNN 84.375 74.022 88.531 80.577
SA-BILSTM 86.861 83.862 84.203 83.937
Chemical-SA-BILSTM 87.097 82.990 85.491 84.101
CC CNN 80.371 78.235 80.899 79.486
Chemical-CNN 80.391 79.676 79.464 79.564
SA-BILSTM 84.195 85.390 81.832 83.187
Chemical-SA-BILSTM 84.835 83.979 84.557 84.182
Maize BP CNN 77.881 73.025 62.072 67.089
Chemical-CNN 77.909 68.547 67.394 67.941
SA-BILSTM 80.134 75.747 67.859 71.630
Chemical-SA-BILSTM 80.421 74.801 69.763 72.091
MF CNN 82.567 64.687 73.956 69.001
Chemical-CNN 82.730 63.018 76.800 69.113
SA-BILSTM 86.062 76.667 73.029 74.719
Chemical-SA-BILSTM 86.281 74.898 75.043 74.939
CcC CNN 78.143 79.064 61.307 68.872
Chemical-CNN 78.345 71.953 67.170 69.455
SA-BILSTM 83.463 79.695 73.480 76.407
Chemical-SA-BILSTM 83.940 79.421 75.423 77.151

Table 9. Cross-species protein prediction results

Datasets Accuracy(%) Precision(%) Recall(%) F1(%)
Soybean 85.472 84.766 80.127 82.381
Maize 76.954 89.330 63.249 74.060
Indica 80.889 75.128 60.929 67.287

algorithm are used for model training, and then the trained model
is used to predict the function of the MF datasets of soybean,
maize and indica proteins. The prediction results are shown in
Table 9. Combined with the results of the Chemical-SA-BILSTM
algorithm in Table 5, the F1 score obtained using the japonica
model is relatively close to the F1 score obtained using its own
dataset model. Compared with the CNN, LSTM and CNN-BiLSTM
algorithm results in Table 5, the F1 score obtained using the
japonica modelin Table 9is higher. In addition, compared with the
results of the four algorithms in Table 5, the accuracy obtained
using the japonica model is relatively low. It may be that the
prediction results are not stable due to the use of models trained
on other datasets to make predictions. Nevertheless, the F1 score
and accuracy obtained using the japonica model for the prediction
of soybean, maize and indica proteins are relatively high. This
finding could be of great help in predicting protein function with
insufficient data.

Comparison and analysis of predicted function
and real function

In order to further study the causes of the abnormal function
prediction results of some proteins, the Chemical-SA-BilSTM algo-
rithm is used to predict the grain protein function in this section.
From the experimental results of the three sub-ontologies of
indica and japonica protein, BP, MF and CC, a piece of protein
data with an incorrect prediction is selected. The predicted protein

Table 10. Examples of indica protein and japonica protein
function prediction results

Datasets  Sub- Protein Real Predicted

ontology function function
Indica BP QO01N44 GO0:0016042 G0O:0016042
(FAAH_ORYSI) GO:0006629 GO:0006629
GO:0006807
MF E0ZS48 GO:0009039 GO:0009039
(UREA_ORYSI) G0:0016787 G0O:0016787
GO:0046872 G0O:0046872

G0:0016810
CC FAAH_ORYSI GO:0005783 GO:0005783
(QO1N44) GO:0005886 GO:0005886
G0:0016020 G0:0016020
GO:0005789 GO:0005789
GO:0009536
Japonica BP Q9DE67 G0:0030199 G0:0030199
(LUM_COQOTJA) GO:0007601 GO:0007601
G0:0032914 G0:0032914
GO:0045944

MF Q7XFK2 G0:0030246 G0:0030246
(BGA14_ORYS]) GO:0016787 G0O:0016787
G0:0016798 G0:0016798
G0O:0003824
CcC Q7XWK5 GO:0005615 GO:0005615
(SAG39_ORYS)) GO:0005764 GO:0005764
G0:0010282 G0:0010282
GO:0005773 GO:0005773
GO:0005634

function in this experiment is compared with the real function
in the Swiss-Prot database. The comparison results of protein
functions selected in this section are shown in Table 10.

First of all, the actual effect of indica protein function
prediction is analyzed in this part. In the Swiss-Prot database, the
QO01N44 (FAAH_ORYSI) protein is confirmed to have two protein
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functions: GO:0016042 and GO:0006629. The GO:0016042 function
is represented as lipid catabolic process, specifically referring to
the chemical reactions and pathways resulting in the breakdown
of lipids. The GO:0006629 function stands for lipid metabolic
process, which is defined as the chemical reactions and pathways
involving lipids. Unexpectedly, in the protein function prediction
results of this experiment, in addition to the complete prediction
of the GO:0016042 function and the GO:0006629 function of the
QO01N44 (FAAH_ORYSI) protein, the GO:0006807 function is also
predicted. The GO:0006807 function is expressed as nitrogen
compound metabolic process. This metabolic process specifically
refers to the chemical reactions and pathways involving organic or
inorganic compounds that contain nitrogen. The reason why the
G0:0006807 function is predicted may be that it is related to the
lipid metabolic process (GO:0006629) and the nitrogen compound
metabolic process (GO:0006807). Additionally, it is also mentioned
in several literatures [36, 37] that the GO:0006807 function is
an indispensable function in the biological processes of indica
protein.

The E0ZS48 (UREA_ORYSI) protein is found by manual
annotation to have GO:0009039, G0:0016787, GO:0016810 and
G0O:0046872 protein functions. Among them, the GO:0009039
function represents urease activity. The G0:0016787 function
indicates hydrolase activity, which can catalyze the hydrolysis
of various bonds. The GO:0016810 function stands for hydrolase
activity that catalyzes the hydrolysis of any carbon-nitrogen bond
C-N, except peptide bonds. GO:0046872 means that the protein
has the function of binding to a metal ion. Unfortunately, the
experimental results show that the GO:0016810 function cannot
be successfully predicted, which may be because the GO:0016810
function and the G0:0016787 function have similar functions.
They both catalyze the hydrolysis of certain bonds. Therefore, it
is difficult for experiments to make completely accurate function
prediction on this problem.

Similarly, the FAAH_ORYSI (Q01N44) protein has four protein
functions: GO:0005783, GO:0005886, GO:0016020 and GO:0005789.
They are denoted as endoplasmic reticulum, plasma membrane,
membrane, and endoplasmic reticulum membrane, respectively.
In the prediction process, in addition to the complete prediction
of the above four protein functions, the GO:0009536 function is
additionally predicted. The GO:0009536 function is represented
as plastid. The plastid is a member of a family of organelles find
in the cytoplasm of plants and some protists that are membrane
membrane-bounded DNA. Moreover, organelles are mainly com-
posed of mitochondria, endoplasmic reticulum, centrosomes and
so on. So, the GO:0009536 function is predicted in the experiment
probably because the plastid is related to the membrane and
endoplasmic reticulum. Notably, Xu et al. [38] clearly indicated
that the GO:0009536 function is the core function of multiple
proteins in indica.

Subsequently, examine the actual situation of japonica protein
function prediction. The Q9DE67(LUM_COTJA) protein is shown
to have G0:0030199, GO:0007601, GO:0045944 and GO:0032914
functions in the Swiss-Prot database. But the GO:0045944 function
is not found in the prediction process. The G0:0045944 func-
tion stands for positive regulation of transcription by RNA poly-
merase II. The GO:0032914 function indicates positive regulation
of transforming growth factor betal production. It may be that
G0:0045944 and GO0:0032914 have similar functions, and both
have a positive regulatory effect on a certain protein component,
which makes it difficult to correctly predict the GO:0045944 func-
tion in experiments.
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In the MF subset of japonica dataset, the manual annotation
functions for the Q7XFK2 (BGA14_ORYS]J) protein are GO:0030246,
G0:0016787, G0O:0016798 and GO:0003824. Compared with the
function annotations displayed in the Swiss-Prot database, the
G0O:0003824 function is additionally found in this experiment for
the prediction of the Q7XFK2 (BGA14_ORYS]) protein, which is
defined as the catalysis of a biochemical reaction at physiolog-
ical temperatures. GO:0016787 and GO:0016798 both have the
function of catalyzing the hydrolysis of certain bonds, which are
similar to the GO:0003824 function. In addition, it was confirmed
by multiple literatures [39-41] that most genes in japonica have
G0:0003824 function.

Finally, for the Q7XWK5 (SAG39_ORYS]) protein, it is confirmed
to have G0O:0005615, GO:0005764, GO:0010282 and GO:0005773
functions in the Swiss-Prot database. The GO:0005615 is defined
as extracellular space. And the GO:0005764 is represented as
lysosome. The GO:0010282 and GO:0005773 functions both rep-
resent some sort of vacuole organelle. Surprisingly, in the results
of predicting the Q7XWKS5 (SAG39_ORYSJ) protein function, it is
shown that it also has the GO:0005634 function. The GO:0005634
function represents a membrane-bounded organelle of eukary-
otic cells in which chromosomes are housed and replicated. It
is represented as certain sort of organelle, like the GO:0010282
and G0:0005773 functions. Notably, the researchers showed that
the GO:0005634 function predominated in the main categories of
cellular component of japonica [42, 43].

In summary, the Chemical-SA-BiLSTM algorithm may not nec-
essarily accurately predict the complete function of grain protein
with very similar functions. But most grain protein functions
can be predicted accurately. According to Table 5 and Table 10,
the prediction effect of grain protein by the Chemical-SA-BiLSTM
algorithm is generally good. What is more, in addition to com-
pletely predicting the protein function annotation, the experi-
ment may also predict the GO function annotations that are not
shown in the Swiss-Prot database. This provides a new direction
for subsequent experimental research. In the future, researchers
can try to verify whether the protein really contains these GO
function annotations through biological method.

Conclusion

The study of grain protein is one of the research hotspots in biol-
ogy in recent years. However, there is still a lack of research on the
prediction of grain protein function. In this paper, the combination
of the BiLSTM algorithm and the self-attention mechanism is
applied to grain protein function prediction for the first time. At
the same time, considering that the function of protein depends
on the chemical properties of its amino acids, chemical properties
are added to the amino acid sequence in this experiment. Finally,
an accurate protein function prediction model, Chemical-SA-
BILSTM, is proposed. In order to evaluate the prediction effect
of the model, four grain protein datasets, soybean, maize, indica
and japonica, are used for experiments. The experimental results
show that the performance of the Chemical-SA-BiLSTM algorithm
is better than other classical neural network algorithms. The
Chemical-SA-BILSTM algorithm can achieve better prediction
effect of grain protein function. With the improvement of
prediction effect, we will extend the state-of-the-art Chemical-
SA-BILSTM algorithm to different protein function prediction
tasks. Meanwhile, a new research direction for protein functional
annotation is provided in this paper. That is, the possible protein
function annotations can be determined by computational
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method. The biological experimental method can be used to
determine whether the above function annotations exist.

Key Points

¢ Adding chemical properties to amino acid sequences can
enrich protein information.

e The combination of BILSTM algorithm and self-attention
mechanism performs better than other classical neural
network algorithms.

e Computational methods can be used to predict possi-
ble protein functional annotations, and then biological
experiments can be used to determine whether such
functional annotations exist.

Data availability

The data and source code for analyses in this manuscript are

avi

ailable at: https://github.com/HwaTong/Chemical-SA-BILSTM.
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