Text S1. The mathematics formulas for ESM-1b transformer
A. Masking

For an input sequence, the masking strategy [12] is performed on the corresponding
tokens (i.e., amino acids). Specifically, we randomly sample 15% tokens, each of which
is changed as a special “masking” token with 80% probability, a randomly-chosen
alternate amino acid with 10% probability, and the original input token (i.e., no change)
with 10% probability.
B. One-hot encoding

The masked sequence is represented as a L X 28 matrix using one-hot encoding
[13], where 28 is the types of tokens, including 20 common amino acids, 6 non-common
amino acids (B, J, O, U, X and Z), 1 gap token, and 1 “masking” token.
C. Embedding with positions

The one-hot coding matrix X of the masked sequence is multiplied by an

embedding weight matrix Wy to generate an embedding matrix Hy:
HE :XWE, XERLXZS,WE ERZSXD,HE ERLXD (Sl)

where L is the length of the masked sequence, 28 is the types of tokens in the masked
sequence, and D is the embedding dimension.
Then, the position embedding strategy is used to record to position of each token in
the masked sequence to generate a position embedding matrix Hp:
hy
h, LXD D
HP = ,hi = (vi'l,vi’z,...,vi'D), HP ER ,and hl ER (Sz)
hy,

Viagk = SIN (ooosm), Vigis1 = €08 (ooomimrn), k=0, 1, .., (D=1)/2  (S3)
where h; is the embedding vector for the i-th position in the masked sequence.

Finally, two embedding matrices are added as a combination embedding matrix H;:
Hl :HE+ HP' Hl ERLXD (S4)

D. Self-attention
The embedding matrix H, is fed to self-attention block with n layers, each of
which consists of m attention heads, a linear unit, and a feed-forward network (FFN).

In each attention head, the scale dot-product attention is performed as follows:

T
Ayj = so ftmax(M{?jM{fj /i) MY (S5)



ME = HwW?

L5, MG = HW, M{; = HW}, (S6)
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where A;; is the attention matrix in the (i-th layer, j-th head), Ml.Qj, Ml-"{j, and MX jare

Query, Key, and Value matrices in the (i-th layer, j-th head), H; is the input matrix in

the i-th layer, WL(JZ, Wllj, and WLV] are weight matrices, and d;; is the scale parameter.

The outputs of all attention heads in i-th layer are concatenated as a new matrix 4;,
which is further fed to a linear unit to output the matrix U, :
A =Ai1Aip A (S8)
U, = AW! + b}, W € RP*P, A, b},U; € RX*P (S9)
where W' and b} are the weight matrix and bias, respectively, in the linear unit.
E. Feed-forward network with shortcut connections
The U; isadded by H; to generate a new matrix F;, which is further fed to the FFN

to output the matrix T;:
F,= Hi+ U; (S10)
T; = gelu(F;W? + bA)W? + b3, W2, W2 € RPXP, b2 b2, T, € R (S11)
gelu(x) = x@(x) (S12)

where W2 and W;? are weight matrices in the FFN, b? and b; are bias in the FFN,
and @(x) is the integral of Gaussian Distribution for x

The F; is added by T; as the output the i-th attention layer:
Hiy1= Fi+ Ty, Hyyq € RMXP (S13)

The output of the last attention layer is fed to a fully connected layer with SoftMax
function to generate a L X 28 probability matrix:

P = SoftMax(H"W™ + b™), P € RL*28 (S14)
where the (I-th, c-th) value in P indicates the probability that the [-th token in the
masked sequence is predicted as the c-th type of amino acid, W™ and b™ are weight
matrix and bias, respectively.

F. Loss function

The loss function is designed as:

logP ¢
Lossesm = Lx~x Zlex(M) (_ Tﬂl,l)(ll)) (SIS)

where x is a sequence in training protein set X, x(M) is a set of masking position in



x, |x(M)| is the number of elements in x(M), c(l) is the type index of amino acid
for the [-th token in x before masking, and -logP, ;) is negative log likelihood of

the true amino acid x; under condition of masking.



